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ARTICLE INFO ABSTRACT 

Article type: 
Research Article 

 

Predicting student academic performance is a challenging task and, at the same time, 

has significant implications for educators and policymakers in the field of education. 

By utilizing machine learning techniques, this article seeks to explore the 

relationship between various features across six categories: demographic factors, 

personality traits, skills, favorite activities, relationships with others, out-of-school 

activities on one hand, and academic performance in terms of Grade Point Average, 

on the other. The data utilized in this study has been collected through several 

surveys conducted in one of the schools in Iran over multiple years and educational 

levels, which form the basis of the analysis. Using CRISP-DM methodology, a 

predictive model is developed based on CatBoost Regressor. A predictive model 

with an R-squared value of 0.87 is developed. Moreover, the analysis of feature 

importance reveals that positive personality traits such as "Interest in studying," "The 

quality of homework," "Contentment," "Self-regulation," and "Logical thinking and 

reasoning" skills are among the most predictive features affecting students' academic 

performance which is rooted in and supported by some of the well-known 

psychological theories such as Self-Determination Theory. The contribution of the 

current research includes the development of a highly accurate prediction model 

based on the machine learning approach to predict student academic performance in 

terms of their GPA and to extract the most important features that influence it. This 

study is unique in this field due to the incorporation of various features and data 

collection across different years and educational stages. 
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1. Introduction 
Education plays a vital role in the development of a nation. Therefore, predicting student academic 

performance has long been considered an important research area, and simultaneously, a challenging 

task. In fact, academic achievement is a multifaceted phenomenon influenced by various factors, such 

as demographics, personality traits, socioeconomic, and other environmental factors (Bilal et al., 

2022). Some features, such as educational persistence, are theorized from motivational models, while 

other models of students' engagement with school consider several dimensions including student, 

family, peer, and school (Moreira et al., 2013). Understanding these factors and their impact on 

student performance can help in managing their effect (Bilal et al., 2022). From a practical point of 

view, identifying personality traits (Furnham & Mitchell, 1991) and behavioral skills, such as 

communication, self-efficacy, and collaboration (Siddiq et al., 2020), is key to predicting academic 

performance, providing vocational guidance, and achieving other academic goals.  

Some studies have explored the role of students' skills and competencies as critical factors in their 

learning and achievement (Siddiq et al., 2020). However, since ability factors alone are insufficient 

to account for individual differences, researchers have also sought to identify non-cognitive features, 

including variables related to personality tendencies (O’Connor & Paunonen, 2007). Terms such as 

"personal characteristics," "non-cognitive skills," and "soft skills" are often utilized for a wide range of 

features such as resilience, teamwork skills, and honesty, which are regarded as important factors in 

several settings, including education and work (Lievens & Sackett, 2012). 

Hence, in the educational literature, numerous studies have investigated the relationship between 

personality factors and academic performance, implying that personality traits help in explaining 

individual differences in academic achievements. Due to the obvious practical implication of 

personality in educational psychology, a considerable amount of research has been conducted on the 

relationship between personality and intelligence (Furnham & Mitchell, 1991). Among these 

characteristics, conscientiousness and neuroticism have been identified as strong predictors that 

influence academic performance both positively and negatively (De Feyter et al., 2012). 

Demographic factors are another category recognized as important predictors of academic 

performance. Generally, these factors relate to parents' education level, profession, age, income, and 

religious affiliations (Farooq et al., 2011). 

 Moreover, academic achievement is influenced by how students spend their out-of-school hours, 

which educators recognize as an important opportunity to improve students' performance and engage 

them in social-oriented activities (Valentine et al., 2002). 

Nowadays, educational institutes are generating a large volume of data related to students' features 

and performance. These data can be processed and analyzed to find insights that may help educators and 

policymakers make decisions regarding educational matters, especially about the students and their well-

being (Bilal et al., 2022). As such, Educational Data Mining (EDM) has emerged as a discipline of data 

analytics in which machine learning algorithms are utilized for extracting underlying patterns (Ismail et 

al., 2021). The main goals of EDM include predicting students' learning outcomes, understanding their 

learning process, and providing a better understanding of education-related phenomena. Achieving these 

goals can help institutes and organizations understand and improve their educational processes (Czibula 

et al., 2022). Analyzing educational data also leads to developing an academic failure prevention plan by 

providing strategies for weak learners to improve their overall performance (Ismail et al., 2021). In 

recent years, institutions have become more informed about the potential value of analyzing educational 

data. To this end, machine learning methods are employed to extract useful information from educational 

databases for a deeper understanding of students' psychological and emotional aspects (Baashar et al., 

2022). Machine learning classification and prediction models are also used to predict students' 

performance based on various features. These models are evaluated using heterogeneous datasets and 

evaluation metrics, such as accuracy (Ismail et al., 2021). 

While a large amount of research has been conducted in EDM, predicting academic performance is 

still challenging for many educational bodies, such as schools (Baashar et al., 2022). The main 

challenge originates from the fact that, as mentioned, educational performance is a multidimensional 

phenomenon. Hence, an integrative approach combines aspects of different schools of thought and 

considers factors affecting academic performance to understand it holistically. Therefore, this research 

is unique in terms of the diversity of features investigated to predict academic performance. Some 



Predicting Student Academic Performance …  Taher Mazandarani et al. 427 

categories of features are emphasized in the literature, such as demographic features and personality 

traits, and some are less investigated, such as favorite activities and relations with others. Therefore, in 

this article, after a literature review of different methods used to predict academic performance and 

important factors, each predictor's role is investigated by emphasizing the most important ones. A 

wide range of features has been analyzed in six categories, including demographic, personality traits, 

skills, favorite activities, relationships with others, and out-of-school activities. The analysis is 

performed on the data collected from the students at a school in Iran over several years and across 

different levels of education. This study, to the best of our knowledge, is unique in this field due to its 

variety of features and data collection across different years and stages. 

This research has been designed to answer the following questions regarding the relationship 

between various feature categories and academic performance: 

RQ1: How can a prediction model be developed based on machine learning algorithms to 

envisage student academic performance in terms of Grade Point Average (GPA)? 

RQ2: Which category of features (demographic, personality traits, skills, favorite activities, 

relationships with others, and out-of-school activities) has more influence on student 

performance? 

RQ3: Overall, what are the most important features that affect student performance more? 

In this study, the above questions will be addressed using different machine learning algorithms, 

and their accuracy will be compared to determine the best model to predict students' GPAs.  

The rest of the paper is organized as follows; Section 2 illustrates the literature review; Section 3 

describes the research method based on the CRISP-DM methodology. Section 4 reports the results of 

the research questions. Section 5 discusses the contributions of the research. Finally, Section 6 

summarizes the findings and implications as a conclusion. 

2. Literature Review 
In recent years, many studies have been conducted about employing machine learning algorithms to 

get valuable insights from educational data, predict students’ performance, and to understand factors 

influencing academic outcomes. In this regard, algorithms such as Artificial Neural Network (ANN), 

Random Forest (RF), Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Decision Tree 

(DT), Naïve Bayes (NB), Logistic Regression (LR), along with ensemble methods, have been used. 

This section provides a review of some similar studies and their findings.  

Various prediction algorithms were compared in the research by Hashim et al. (2020) in order to 

predict students' grades. The algorithms evaluated include DT, NB, KNN, SVM, ANN, LR, and SMO. 

The results indicated that the LR prediction model achieved the highest accuracy in predicting 

students' final grades, with 68.7% accuracy for passing and 88.8% for failing. It also demonstrated that 

demographic features, educational background, and behavioral features are the most crucial factors in 

predicting students' performance (Hashim et al., 2020). 

Ahmad et al. (2021) compared ANN and RF models for predicting student performance based on 

demographic and evaluation data. They used the Open University Learning Analytics Dataset (OULAD), 

which includes demographic factors such as age, gender, location, deprivation index of the place of 

residence, disability status, and final outcome. Moreover, some features of student activities, such as 

interaction with virtual learning environments and evaluation grades, were also considered. Their results 

demonstrated the superiority of ANN in achieving 91.08% accuracy. The study's findings emphasized 

the significance of demographic factors and the suitability of the ANN model for predicting the students’ 

performance. In addition, the authors highlighted the need for large and accurately selected datasets to 

implement the ANN model successfully (Ahmad et al., 2021). Comparison between various 

classification models, such as DT, NB, ANN, SVM, and RF, was performed in a study conducted by 

Ismail et al. (2021) on the Portuguese student performance dataset. It is emphasized that various social, 

demographic, psychological, and familial factors influence student performance. 

Moreover, statistical methods, such as correlation, can also identify important factors. In a study by 

Prestes et al. (2021), the correlations between school environment issues, professional development, 

school management, and learning analytics were analyzed. The study utilized Pearson and Spearman 
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correlation methods and identified important features in education analysis, including gender, ICT 

usage, creativity, critical thinking, and problem-solving skills. Demographic features were also 

utilized in the study conducted by Wu (2021), along with other features such as motivational 

tendencies and students' actual cognitive participation. 

Multiple linear regression is another algorithm considered by Dabhade et al. (2021), along with 

SVM. Moreover, demographic features, hobbies, interests, family income, and students' behavioral 

characteristics were considered to develop a model. Their findings indicated a significant relationship 

between students' behavioral features and academic performance. These include time spent on social 

media and watching movies, attention to academic studies, students' behavioral participation in 

academic activities, and peer influence (Dabhade et al., 2021).  

In another study, Ouatik et al. (2022) considered the challenges of big data analytics while 

investigating the problem of predicting educational performance. The data were stored in the Hadoop 

Distributed File System (HDFS), and the prediction algorithm was applied using MapReduce. They also 

considered various feature selection approaches in their study, which led to the introduction of a model 

based on the SMO algorithm at the feature selection phase and the SVM algorithm at the classification 

phase, resulting in the best model with an accuracy of 87.32%. The study also considered the utilization 

of academic assessment followed by economic status, parent educational level, distance from home, 

student interest, psychological disorder, and the number of access to virtual classrooms as the most 

important features in predicting student performance (Ouatik et al., 2022). The importance of 

demographic features such as gender, residing in affluent and developed regions, and being in Years 3 

and 4 on academic success was investigated by Yakubu and Abubakar (2022) using the LR algorithm. 

Choosing a major field is another important issue that can be influenced by various factors that 

predict student behavior, preferences, and performance. In this regard, machine learning algorithms, 

such as ANN, NB, and SVM, were employed by Veluri et al. (2022) to predict the factors affecting 

major selection. The ANN outperforms other algorithms with 95% accuracy. Table 1 summarizes the 

best algorithms from some recent EDM studies. Studies are categorized based on the machine learning 

algorithms, with each study's highest accuracy classification/prediction algorithm identified. It should 

be noted that the number of studies in this area is not limited to those presented in Table 1. 

Table 1. Literature Review on Classification and Prediction Algorithms to Predict Academic Performance 
Accuracy Classification/Prediction Algorithm Study 

68.7% for passing 

88.8% for failing 

LR (Hashim et al., 2020) 

99% (Rahman, Islam, et al., 2021) 

83.5% (Yakubu & Abubakar, 2022) 

91.08% ANN/Multi-Layer Perceptron (MLP) (Ahmad et al., 2021) 

95% (Veluri et al., 2022) 

85% (Jacob & Henriques, 2023) 

99% DT/RF (Goga et al., 2015) 

>72% (Ismail et al., 2021) 

74% (Yağcı, 2022) 

93.4% (Meghji et al., 2023) 

 Pearson and Spearman correlation (Prestes et al., 2021) 

83.44% SVM/Linear Support Vector Regression 

(SVR) 

(Dabhade et al., 2021) 

92% (Bilal et al., 2022) 

87.32% (Ouatik et al., 2022) 

Confidences of top three rules:  

conf:(1)  

conf:(0.97) 

conf:(0.91)  

 

Apriori Algorithm (Kananda & Mwangi, 2023) 

73% CatBoost/XGBoost (Guang-yu & Geng, 2019) 

91% (Oreshin et al., 2020) 

75 ± 2.1 % (Ramaswami et al., 2022) 

78.75% (Asselman et al., 2023) 
 

As can be observed in Table 1, previous studies, especially in recent years, emphasize the 

effectiveness of machine learning models in predicting students' performance. These studies utilized 
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LR, ANN, DT/RF, Correlation analysis, SVM/SVR, Apriori, and ensemble techniques, such as 

CatBoost/XGBoost, for academic performance classification or prediction. Considering the accuracy 

achieved by these algorithms, based on Table 1, all the algorithms could achieve high prediction 

accuracy. LR and DT/RF algorithms could predict academic performance with an accuracy of 99% 

(Goga et al., 2015; Rahman, Islam, et al., 2021). Though many factors, such as the volume and quality 

of data and the collected features, could affect the accuracy and outperformer algorithm in each study, 

Table 1 indicates that all categories of algorithms could effectively predict academic performance.  

Previous research also highlights the importance of considering various features, such as 

demographic factors, psychological and behavioral features, students' skills, as well as out-of-school 

and favorite activities, to predict their academic performances. Demographics such as parents' 

educational levels, profession, age, income, religious affiliations, residing in affluent and developed 

regions, economic status, distance from home, and living location (urban or rural) are among the 

features considered important in predicting academic performance in many studies (Ahmad et al., 

2021; Bilal et al., 2022; Farooq et al., 2011; Goga et al., 2015; Hashim et al., 2020; Ismail et al., 2021; 

Kananda & Mwangi, 2023; Oreshin et al., 2020; Ouatik et al., 2022; Yakubu & Abubakar, 2022).  

Personality or behavioral features such as conscientiousness, neuroticism, resilience, honesty, 

decisiveness, student interests, and psychological disorders were also investigated by several 

researchers as the key features that can predict academic achievement (Dabhade et al., 2021; De Feyter 

et al., 2012; Lievens & Sackett, 2012; Meghji et al., 2023; Ouatik et al., 2022). Skills such as 

interpersonal and mathematical capabilities (Asselman et al., 2023; Lievens & Sackett, 2012), out-of-

school activities such as participation in clubs, co-circular and social-oriented activities (Ismail et al., 

2021; Rahman, Islam, et al., 2021; Valentine et al., 2002),  and favorite activities and hobbies 

(Dabhade et al., 2021; Meghji et al., 2023) are also among categories identified by researchers as 

predictive factors using educational data mining.  

Reviewing previous studies reveals that demographic features have been studied the most, followed 

by personality or behavioral traits. While all of these features are considered important in separate 

studies, having a comprehensive approach and considering all of the categories along with each other 

to find out which of them has more predictive power in academic performance can lead to insightful 

results. Some studies have investigated two or more categories of features. For example,  Guang-yu 

and Geng (2019) considered personality/behavioral traits and out-of-school activities. In a study by 

Dabhade et al. (2021), five categories of features were considered; however, the size of the dataset was 

small, and consisted only of 85 samples. Meghji et al. (2023) also investigated demographics, 

personality/behavioral traits, and favorite activities. 

The findings indicate that integrating various categories of features can lead to an accurate and 

comprehensive model for predicting students' performance and understanding the factors influencing 

their academic outcomes. Therefore, in this research, a more comprehensive approach to the issue has 

been adopted by using various features of all the categories from 3,701 students. Based on the specific 

data gathered for this research, another category, not investigated in previous studies, "Relationships," 

is also considered. These features relate to questions designed to measure different types of 

relationships students create. Therefore, this research is unique in terms of the variety and 

comprehensiveness of the features considered. 

3. Data and Methodology 
This section discusses the main building blocks of the proposed student performance prediction model, 

which leads to identifying the most important features affecting academic performance. Since the 

problem is analyzed through the data mining approach, the methodology in the present study is CRoss 

Industry Standard Process for Data Mining (CRISP-DM) (Chapman et al., 1999). The CRISP-DM 

methodology, developed by a consortium of leading data mining users and suppliers, presents a 

standard framework for performing data mining projects independent of industry and technology. This 

methodology includes six phases, with each consisting of several tasks. Therefore, the life cycle of a 

data mining project can be broken into six stages, starting with business understanding, followed by 

data understanding and preparation, modeling and evaluation, and finally, deployment (Wirth & Hipp, 

2000). Figure 1 provides the overall framework of the main steps of this research methodology. 
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Fig. 1. The Flow Diagram of the Methodology to Predict Student Performance and Identify GPA Determinants  

3-1. Data Collection 

The dataset utilized in this research is collected from the repeated surveys conducted in different years 

at one of the prominent schools in Iran. The questionnaires, filled out by students, parents, and 

teachers, concerned students' features at different educational levels, from elementary to high school. 

Experts in education and psychology fields designed the survey questions, which are vast enough to be 

assessed to predict student performance. Therefore, the dataset can be considered as unique in terms of 

its variety of categories of features. Reviewing the literature and identifying the most important 

features considered by different studies and using the data gathered for this research have led to the 

dataset concentrated on six important feature categories: demographics, personality traits, skills, 

favorite activities, relationships with others, and out-of-school activities. 

3-2. Data Understanding 

The dataset consists of 3,701 records and 197 features categorized into six groups, as mentioned 

before. The records pertain to various students at different educational levels and in different years. 

Table 2 presents these six categories of features along with some samples of the features in each 

category, which has been extracted from the corresponding survey questions.  

Table 2. Understanding Variables (Features) Used in This Research 
Features Feature Category No. 

Parents' educational level Demographics 1 
Parents’ profession 

Parents’ field of study 
Student’s level of education 

Number of children in the family 
Self-esteem Positive Personality Traits Personality 2 

Empathy and helping others 
Responsibility 

Interest in studying 
Self-regulation 

Practical obsession Negative Personality Traits 
ADHD 

Tic disorders 
Seclusion 

Interpersonal skills Skills 3 
Mathematical and logical skills 

Linguistic skills 
Musical and artistic skills 

Sports skills 
Mathematics Favorite Activities 4 

Science 
Sports 

Poetry and literature 
Nature and animal-related activities 

Relationships with teachers and other students Relationships 5 
Relationship with parents 

Ability to find friends 
Interested in extracurricular activities Out-of-School Activities 6 

Interest in games and recreational activities 
Activities related to information technology such as computer, internet, etc. 
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It should be noted that each feature corresponds to several questions in the questionnaires. For 

example, "interpersonal skills" can be assessed by questions about interest in teamwork, discussion 

skills, social interaction skills, etc. Therefore, the score for each feature can be obtained by assessing 

the scores of the responses to the related questions, ranging from poor (1) to excellent (5). Hence, to 

calculate the overall score for each feature, the scores of all questions related to that feature are 

averaged for each student. 

3-3. Data Preparation 

After merging the results obtained from different surveys for each Student’s Class ID, which is unique 

at each level of education, several data preparation steps were applied to the dataset. These steps can 

be divided into three parts. Figure 2 represents the tasks done in each part of the data preparation 

aimed at finding the ones suitable for modeling with prediction algorithms. 

 
Fig. 2.  Data Preparation Step for Developing a Student Performance Prediction Model 

As illustrated in Figure 2, the data cleansing process consists of handling missing value problems in 

the data. First, the records in which more than 25% of the data are null were dropped. Then, for the 

columns, the ones with more than 1000 null values were removed. Finally, for the remainder, the null 

values were imputed by the mean of the corresponding column. After data cleansing, the dataset 

consists of 2,776 records and 73 features, which were split into 5%, which equals 140 records for the 

test, and 95% equals 2,636 records for the training dataset. 

In the data transformation part, histograms of all variables were investigated since there was a 

requirement for normal distribution for correlation and regression analyses to be performed. The Yeo-

Johnson power transformation was used to reduce skewness and approximate normality (Yeo & 

Johnson, 2000). This step needed to be done as a pre-requisite for regression analysis and played an 

important role in increasing the accuracy of the model. Another transformation employed was feature 

scaling via MinMaxScaler since the ranges of variables were different from each other. Then, 

correlation analysis was conducted to remove the variables lacking any significant correlation with the 

target variable, i.e., GPA. Eliminating these variables also played an important role in reducing the 

overfitting of the model and obtaining more accuracy on the test data. All the aforementioned tasks 

were performed using Python libraries such as "Scikit-learn"(Pedregosa et al., 2011). 

Data Cleansing 

•  Handling missing values by removing columns or records with more than 25% null 
values and imputing null values with the mean of the column for other columns 

Data 
Transformation 

• Investigating the histogram of variables 

• Transforming the distribution of variables, especially the target variable, to normal 
distribution 

• Normalizing the features by min max scaler 

Correlation 
Analysis 

• Removing the variables without correlation with GPA 
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3-4. Modeling 

Since GPA is a continuous variable, several regression algorithms were used to predict students' GPAs 

based on the features explained in the previous subsection. Therefore, in this study, some of the 

prominent and advanced regressors such as CatBoost, RF, DT, K-Neighbors, Polynomial, and SVM 

regressors were applied to the dataset.  

Many previous studies, similar to the current one, have used the regression analysis method Since 

traditional procedures such as the Ordinary Least Squares (OLS) regression, the Stepwise regression, 

and the Partial Least Squares regression are highly sensitive to random errors (Farahani et al., 2010). 

Many improvements have been proposed in the literature over the past few decades, such as the Ridge 

regression beside other variants (Muthukrishnan & Rohini, 2016). For example, the RF regressor 

combines the performance of numerous DT algorithms to predict the value of a variable. When RF 

receives an input vector made up of the value of various features, it builds a number K of regression 

trees and averages the results. The SVM regression model  can also be defined as follows (Rodriguez-

Galiano et al., 2015): 

   Tf b X  W   X  

where,   :     H  X    X assumed to be a nonlinear function utilized for mapping input data into the 

high-dimensional feature space. Therefore, the SVM regressor can cope with the non-separable 

features (Rodriguez-Galiano et al., 2015). 

The Categorical Boosting (CatBoost) Regressor is a new gradient boosting algorithm that handles 

categorical features well. When the input features are categorical, it can improve accuracy and reduce 

overfitting problems (Panigrahi et al., 2022). All the algorithms were utilized through the Scikit-learn 

and CatBoost libraries in Python. 

3-5. Evaluation 

This study has utilized the R-squared metric to evaluate the performance of prediction model. R-

squared is defined as "the proportionate reduction in uncertainty, measured by the Kullback-Leibler 

divergence, due to the inclusion of regressors" (Cameron & Windmeijer, 1997). The R-squared can be 

formulated as follows (Chicco et al., 2021): 
2
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where �̂�𝑖 is the predicted ith value, the 𝑌𝑖 is the actual ith value, and the �̅�𝑖 is the mean of true values. 

The regression model predicts the �̂�𝑖 element for the corresponding 𝑌𝑖 element. Therefore, the R-

squared can be interpreted as the proportion of the variance in the dependent variable that can be 

predicted by independent variables (Chicco et al., 2021). 

For the linear regression model, the coefficient of determination, 𝑅2 , is a widely used goodness-of-fit 

measure whose usefulness and limitations are well understood. Cameron and Windmeijer (1997) proposed 

the R-squared measure of goodness of fit for some common nonlinear regression models as well. 

Hence, in this research, the performances of prediction algorithms, which are various regression models, 

were compared based on the R-squared measure to select the one with the highest goodness-of-fit. 

3-6. Identification of the Most Predictive Features 

Finally, the feature importance of the prediction model was determined through the RF Regressor. 

Feature selection using RF falls under the category of embedded methods, which have their own built-

in feature selection techniques. The feature importance of ensemble models, such as RF, represents an 

aggregation of the feature importance from its base models (Hwang et al., 2023). RFs consist of many 

DTs, with each being built over a random extraction of the samples and a random extraction of the 

features from the dataset. At each node, the tree divides the dataset into several classes, with each 

including samples that are more similar to one another and different from those in other classes. 

Therefore, the importance of each feature can be extracted, taking into account how pure each of the 

resulting classes is. 
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4. Results 
This section presents the results based on the research method and the data analysis described in 

Section 3. Further, the results are used to evaluate the importance of features and identify the top 10 

most important features extracted through the RF method. Table 3 provides the performance of each 

regressor used in this research based on the evaluation metric, which is the R-squared. It should be 

noted that these results were achieved after hyperparameters tuning. First, a random search was 

utilized to identify some optimal values for model parameters. A random search sampled a specified 

number of hyperparameter combinations at random rather than exhaustively searching through all 

possible combinations. Then, the results were optimized by using a grid search. In this process, the 

model was trained and evaluated for each combination of hyperparameters in the grid, and the best 

combination was selected. 

Table 3. Performance of Various Prediction Models 
R-Squared RMSE MSE MAE Algorithm 

0.87 0.0725 0.0052 0.0527 CatBoostRegressor 
0.85 0.0758 0.0057 0.0568 RF Regressor 

0.76 0.0983 0.0096 0.0754 Polynomial Regression 

0.76 0.0976 0.0095 0.0740 SVR Regressor 

0.82 0.084 0.0071 0.0645 KNeighbors Regressor 
0.75 0.098 0.0097 0.0765 DecisionTree Regressor 

 

In Table 3, Mean Average Error (MAE) and Mean Squared Error (MSE) are also presented as the 

ones to assess the quality of fit in terms of the distance of the regressor to the actual training points. 

The difference between them lies in their evaluating metrics, which are linear or quadratic, 

respectively. Moreover, Root of Mean Square Error (RMSE) is provided as a natural derivation to 

standardize the units of measures of MSE (Chicco et al., 2021). 

It can be observed that the CatBoost regressor and RF regressor performances outperform the other 

algorithms, and the CatBoost regressor can predict the students’ GPAs with the R-squared of 0.87. It 

should be noted that the metrics provided in Table 3 are based on the test dataset. Moreover, Table 4 

shows the results of the CatBoost regressor for the train and test datasets to compare them with each 

other. 

Table 4. Evaluation of Catboost Regressor for the Train Set and Test Dataset 
R-Squared RMSE MSE MAE Dataset 

0.9121 0.0597 0.0035 0.0445 Train set 
0.8706 0.0725 0.00526 0.0527 Test set 

 
Based on Table 4, the model has overcome the problem of overfitting since the results of the model 

evaluation based on train and test datasets are almost similar to each other. This was achieved by 

removing irrelevant features and increasing the number of samples used for training the model. 

As the next step, explained in Section 3, the importance of the features was obtained by the RF 

feature selection method. RF can be utilized as a feature selection technique due to the random 

exploration of features. The estimate of feature importance is obtained by permuting the values of the 

feature along all of the examples and observing the result on the estimate of generalization error. At 

each node, in creating a random forest, a feature is selected randomly and utilized to split the node and 

maximize the information gain. This information gain can be used to measure the correlation between 

the feature and the class (Rogers & Gunn, 2005). Hence, in this study, by identifying the most 

important features, the determinants of academic performance can be selected from various features 

gathered about students. Figure 3 illustrates the result. 

As illustrated in Figure 3, features were sorted according to their importance based on the RF 

algorithm. It indicated that the top 10 most important features were among the positive or negative 

personality traits since “pq” and “nq” represented positive and negative qualities in the personality 

questionnaire, respectively. There were also some features related to skills among the important 

features. At the same time, GradeID, which was among the demographic features and represented the 

level of education for students, was also a determinant factor when predicting the GPA. However, 

other categories of features showed less importance than personality traits. To identify the description 
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of features based on Figure 3, Table 5 presents the top 10 important features and their description 

extracted from the survey questions. 

 
Fig. 3.  Feature Importance Derived by RF Feature Selection Method 

Table 5.  The Ten Most Important Features Identified by the RF Algorithm 
Description Feature No 

Interest in studying pq3 1 

The quality of doing homework pq2 2 

The student’s level of education GradeID 3 

Academic level pq1 4 

Accompanying and cooperating with the school pq6 5 

Self-regulation pq20 6 

Contentment pq37 7 

Fraud nq53 8 

Being cautious pq25 9 

Tic disorders nq59 10 

 
Moreover, the results indicate that among skill features, "logical thinking and reasoning" indicate 

high importance. Although other features, such as demographic features, are not among the most 

important ones, some correlate more with GPA. For example, if one of the parents studied 

mathematics in high school, it positively affects the student's GPA. Meanwhile, the number of children 

in the family and being the Nineth child of the family has a negative correlation with the GPA. 

5. Discussion 
This section highlights the contributions to the existing knowledge based on the research questions and 

the results achieved in this study. 
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RQ1: How can a prediction model be developed based on machine learning algorithms to 

envisage student academic performance in terms of Grade Point Average (GPA)? 

First, this research aimed to develop a prediction model to predict the students' educational 

performance in terms of GPA based on various features collected through surveys. As presented in 

Section 4, several regression algorithms were utilized to predict GPA, among them the CatBoost 

regressor outperformed the other algorithms, and it could predict GPA with the R-squared of 0.87, 

indicating a high goodness of fit.  

CatBoost regressor, as mentioned, is a new gradient-boosting algorithm that can improve accuracy 

and reduce overfitting when the input data is categorical. Since the data used in this study is based on 

the scores of 4 or 5 categories, say, from poor to excellent, this algorithm can be applied adeptly. At 

the same time, the RF regressor also shows a good performance, which is confirmed by the literature 

(Ismail et al., 2021). Compared with other research that developed their classification or prediction 

model based on CatBoost/XGBoost, as presented in Table 1, this study achieved an acceptable 

accuracy since their accuracy ranges from 73% to 91% (Asselman et al., 2023; Guang-yu & Geng, 

2019; Oreshin et al., 2020; Ramaswami et al., 2022). 

RQ2: Which category of features (demographics, personality traits, skills, favorite activities, 

relationships with others, and out-of-school activities) has more influence on student 

performance? 

As presented in Table 5, the most predictive features, the importance of which is higher than the 

others, are among the positive personality traits. There are also two negative personality 

characteristics, i.e., skill and demography, in the ten most important features. Besides the fact that 

several studies emphasized the importance of personality and behavioral traits in academic 

achievements (Dabhade et al., 2021; De Feyter et al., 2012; Furnham & Mitchell, 1991; Hashim et al., 

2020; Ismail et al., 2021; Ouatik et al., 2022; Veluri et al., 2022), there are also psychological and 

educational theories related to the important features identified in this study. Based on Table 5, 

"interest in studying" is the most important feature which is aligned with theories of intrinsic 

motivation, such as Self-Determination Theory (SDT) (Ryan & Deci, 2000). Based on this theory, 

individuals tend to engage in activities and perform better with autonomy. Therefore, interest in 

studying can be an indicator of a student's choice and their willingness to do it. Some of the features, 

such as the "quality of doing homework" and "self-regulation," relate to Social Cognitive Theory and 

Self-Regulated Learning (SRL) (Zimmerman, 2002). Based on SRL, the students' self-regulation is a 

way to compensate for their individual differences in learning. Self-regulated promoting practices 

encourage students' metacognition, motivation, and strategic action development. These learning 

competencies enhance students' academic, social, emotional, and career outcomes. In other words, 

metacognitive learners are aware of their personal learning strengths and challenges, are aware of 

learning strategies, and are in agreement with others' needs and interests (Brenner, 2022). Two 

descriptive features are also among the important features: "Student's level of education" and 

"Academic level." A student's level of education (Grade ID) can have a negative correlation with the 

GPA since, at higher stages of education, the courses become more difficult. Piaget's Theory of 

Cognitive Development (Huitt & Hummel, 2003) also outlines the different stages of intellectual 

growth as students proceed through their education. 

Another important feature obtained by the machine learning approach is "Contentment," which 

aligns with well-being theories such as Seligman's PERMA model (Seligman, 2011). This model 

emphasizes key factors contributing to well-being and success, among which positive emotions such 

as contentment can be observed. "Fraud" and "Tic disorders" are among negative personality traits and 

are also recognized as important features. Tic disorders are specific psychological conditions that 

consist of unwanted movements. While these features are not directly connected to a specific theory, 

they can be considered potential factors influencing the students' well-being and behavior, impacting 

their academic outcomes. The reasons for the co-occurrence of tics and learning problems are diverse 

and include common factors such as shared neurodevelopmental and neurotransmitter genes that 

disrupt cognition and behavior, as well as comorbid conditions (Eapen et al., 2013). According to the 

literature, children with tics, especially those with associated attention deficit hyperactivity disorder, 



436 Interdisciplinary Journal of Management Studies (IJMS), 18(3), 2025 

have a high frequency of comorbid learning disabilities and are up to 5 times more likely to need 

special educational services compared with the general population. However, studies revealed that 

early academic support and modification of environmental characteristics can reduce the negative 

effect of this feature on poor academic performance (Cubo et al., 2013). 

Hence, the results of this research highlight the importance of personality and behavioral features 

rooted in some theories, such as SDT, SRL, as well as the Theory of Cognitive Development. The 

findings indicate the critical role of intrinsic motivation and self-regulation in academic success and 

achievement compared to other factors. Some other studies also emphasized the importance of 

behavioral or personality features to predict academic performance (Dabhade et al., 2021; De Feyter et 

al., 2012; Lievens & Sackett, 2012; Meghji et al., 2023; Ouatik et al., 2022). 

RQ3: Overall, what are the most important features that affect student performance more? 

 While most of the important and predictive features can be categorized as personality 
traits, especially the positive ones, the role of features in other categories is also significant. 
For example, "logical thinking and reasoning" falls within the skill category and parents' 
"mathematics field of study" falls within the demographic category. Given that reasoning 
ability is considered the most central component of analytical intelligence and problem-
solving, the relationship between this feature and academic achievements has been 
investigated in several studies, indicating a strong effect of reasoning ability on predicting 
GPA and academic success (Freund & Holling, 2008; Valanides, 1997). Notably, according to 
the findings of this research, both "logical thinking and reasoning" skills and parents' 
"mathematics field of study" are aligned to highlight the significance of reasoning ability, 
which can be fostered through curricula and teaching interventions (Valanides, 1997). 

 As a matter of fact, the scientific contribution of the current research includes developing a 

prediction model with high accuracy based on the machine learning approach to predict student 

academic performance in terms of their GPA and extract the most important features that affect it. As 

presented in Table 1, some previous studies also recognized CatBoost/XGBoost as the algorithm with 

the highest accuracy. These studies achieved an accuracy between 73% to 91% (Asselman et al., 2023; 

Guang-yu & Geng, 2019; Oreshin et al., 2020; Ramaswami et al., 2022).  Therefore, the accuracy 

obtained in this study can be considered acceptable. The features extracted as the most predictive 

features are mostly among personality and behavioral traits as well as other important features, such as 

logical thinking and reasoning ability. The findings emphasize the importance of intrinsic motivation, 

self-regulation, cognitive development, and analytical intelligence, which represented higher 

predictive power than many other features investigated in this research. Moreover, from a practical 

perspective, the findings of this research would help educators and policymakers develop and foster 

these features in students for better academic achievements and successful education.  

6. Conclusion 
In recent years, educational data mining has turned into a subject of data analytics, in which machine 

learning approaches are applied to extract insights in the field of education. Although a huge number 

of studies have been conducted in this regard, there is still a necessity for an integrative approach that 

considers various factors affecting academic performance to obtain a holistic understanding of it. In 

this study, educational data mining was used as a means to predict the students' academic 

performance. Since the GPA is still the most popular measure for academic achievements, it is utilized 

as a target variable to be predicted by various regression models. Different regression algorithms, from 

polynomial regression to more advanced techniques such as CatBoost, SVR, and RF regression, were 

employed in this regard. 

Moreover, based on 3,701 records collected through surveys in one of the prominent schools in 

Iran, a significant number of features in six categories, including demographics, personality, skills, 

favorite activities, relationships, and out-of-school activities, were analyzed to find out predictive 

features affecting the students' performance. Accordingly, a predictive model based on CatBoost 

Regressor was proposed, which can predict the students' GPA with 0.87 R-squared. This prediction is 

also based on important features extracted in this research as the most predictive ones. The analysis of 

feature importance indicates that positive personality traits play a more significant role in student 
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educational performance. Among these characteristics, "Interest in studying," "The quality of doing 

homework," "Student's level of Education," "Academic level," "Accompanying and cooperating with 

the school," "Self-regulation," "Contentment," "Fraud," "Being cautious," and "Tic disorders" are 

identified as the most important features in predicting GPA. It can also be observed that most of these 

important features are rooted in and supported by various psychological and educational theories such 

as SDT, SRL, the Theory of Cognitive Development, and well-being theories; among them, the 

intrinsic motivation theories stand out. The importance of "Logical thinking and reasoning" is also 

emphasized based on the findings of this study. 

Therefore, due to the uniqueness of the features investigated and the comprehensive approach—

considering all categories of features together—this research provides novel insights into which 

categories and specific features can play a more significant role in predicting academic performance. It 

was found that personality and behavioral traits, especially the positive ones, have a greater effect on 

academic performance. Simultaneously, among skills and demographic features, reasoning and 

analytical skills, as well as the mathematical background of parents, play the most crucial role. The 

findings of this research, derived from data mining techniques, align with several psychological 

theories, demonstrating the effectiveness of Educational Data Mining (EDM) in educational decision-

making. 

The findings can be noticeable for practitioners, such as educators and policymakers, in their 

decision-making regarding educational issues or intentions to develop and foster these features in 

students. Some of the important features identified in this study, such as "Interest in studying," "The 

quality of doing homework," and "Accompanying and cooperating with the school," are considered 

school features. These features can be fostered and improved by various methods, such as utilizing 

personalized approaches by understanding the student's interests and strengths. Employing disruptive 

technologies, storytelling, gamifying the process, interactive resources, and providing clear feedback 

to students can be considered as some of the interventions that schools and teachers can conduct to 

improve these features in students. Other important features, including "self-regulation" and 

"contentment" as positive personality traits, can also be enhanced by various exercises and practices 

employed by teachers, parents, and students. For example, teaching goal-setting and planning, 

developing mindfulness, and encouraging curiosity by providing opportunities for exploration and 

self-directed learning are among such activities that can foster intrinsic motivation. Moreover, features 

such as "Fraud," "Being cautious," and "Tic disorders" that are categorized as negative personality or 

behavioral traits, can be mitigated by various solutions used by teachers and parents. Flexible 

assessments, including diverse evaluation methods such as projects or open-book tests, focus on 

learning over grades, building critical thinking skills, supporting behavioral therapy as well as stress 

reduction techniques, may help. Hence, educators can use the prediction model and the important 

features achieved in this study to improve academic performance. In this regard, implementing pilot 

programs in some schools to test the practical applications of the model is suggested to provide real-

world feedback and improve the model. 

7. Limitations and Future Work 
While this study presents a robust predictive model for student academic performance, it also has 

some limitations. The first limitation is the dataset size, which includes 3,701 records collected from 

one of the schools in Iran. This relatively small and demographically limited dataset may affect the 

generalizability of the findings. Moreover, the study relies on self-reported data, especially those 

concerning behavioral features, which can lead to biases or inaccuracies.  

Future research should address these limitations by expanding the dataset to include more samples. 

This would enhance the validity and applicability of the predictive model. In addition, future work 

should focus on longitudinal data analysis, given the nature of the dataset, which pertains to different 

years and levels of education for various students. 

Exploring other machine learning algorithms, such as ensemble techniques and deep learning, 

represents another area for improvement that could enhance the accuracy of the prediction model. 
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