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1. Introduction 
The airline industry has expanded since the Second World War, reaching 4.1 billion passengers in 

2017, and is expected to reach 10 billion passengers by 2040 (ICAO, 2017). However, airline 

profitability remains elusive and problematic as it is constantly hindered by high operating costs and 

massive competition (O’Connell et al., 2020). High operating costs may be influenced by massive 

monetary promotions and price wars (Oliveira & Caetano, 2019). Manuela et al. (2019) found that the 

increasing trend in the promotion and sales of airlines does not translate into a proportional increase in 

either passenger revenues or total operating revenues, resulting in lower net income. Those findings 

indicate that airlines are in demand to transform their current traditional promotional tools, which are 

monetary promotions, for example, price discounts, coupons, etc. (Manuela et al., 2019; Oliveira & 

Caetano, 2019). Marketing scholars have stated that monetary promotions tend to find positive effects 

on sales in the short term but undermining effects over the long term (Doob & al, 1969) as well as on 

the airline industry (Jeng & Lo, 2019). Similarly, recent research indicates that monetary promotions 

have a negative long-term impact on brand choice and attitude (Yi & Yoo, 2011). Indeed, if many of 

the new customers abandon and switch to competitors after the monetary promotion expires, the effort 

may not pay off in the long run (Reimers & Xie, 2019). Due to that, in the airline industry, Crespo-

Almendros and Barrio-García (2016) confirmed that non-monetary online promotions are more likely 

to influence promotions’ effectiveness than traditional monetary promotions. 

One of the non-monetary online promotion tools is called customer recommendations in online 

customer reviews, which is free from cost because customers will do the promotions without getting 

paid. Researchers have confirmed that customer recommendations are a valuable tool to get airlines’ 

promotions customers (Bogicevic et al., 2017; Siering et al., 2018). Potential airline’ customers have a 

strong motivation to comply with experienced online passenger recommendations (Bigne et al., 2018). 

In addition, Nielsen (2014) showed that Indonesian digital consumers like to read customer 

recommendations in online customer reviews in advance if they want to buy flight tickets. BrightLocal 

(2017) also found that 85% of consumers trust personal recommendations when finalizing purchase 

decisions. It has been confirmed that customer recommendations in online customer reviews are 

crucial for airlines to attract potential customers. 

However, the challenge is how an airline may identify the attributes that motivate customers to 

recommend the business to others. At the same time, prospective customers are interested in the 

attributes of the airline's services that encourage previous customers’ positive recommendations to 

others. According to research, customer recommendations are significantly influenced by the service 

quality of the airline (Shah et al., 2020; Siering et al., 2018). But, given that they have high operating 

costs, airlines would like to prioritize their service attributes in order to cut costs because doing so 

allows them to devote enough resources to the most important service attributes while cutting back 

significantly on the least important service attributes (Idris & Naqshbandi, 2019).  

In order to solve the challenge, one question is posed in this study: what are the most important 

airline service quality attributes that may affect customer recommendations? By answering that 

question, this study aims to find the most important airline service quality attributes that may influence 

customer recommendations. As a result, airlines can provide their service efficiently by knowing the 

most important service quality attributes to obtain promotion a result; airlines can provide their service 

efficiently by knowing the most important service quality attributes to obtain promotions from their 

customers. 

Moreover, this study differently is different from previous research. Prior researchers, Koklic et al. 

(2017) have examined airline service quality attributes to understand customer recommendations, and 

they used the questionnaire survey. When compared to traditional questionnaires, online customer 

reviews allow us to obtain honest voices from customers because the reviews are produced by 

customers based on their willingness rather than the questions asked (Chen et al., 2020). As a result, 

this study employs online customer evaluations to identify the service quality attributes that influence 

consumer recommendations, and the results may be more accurate. 

The rest of this article is divided into the following sections. This study begins by outlining the 

background of this investigation and pertinent literature. Next, utilizing a multimethod machine 

learning methodology, this study gathers online customer reviews and evaluates user 

recommendations. Finally, we go over the main conclusions and how they affect airlines. 



Validating and Confirming Crucial Service Quality Attributes to Airline … / Riantama 891 

2. Related Works 
2.1. Airline Service Quality to Customer Recommendations 

From its inception in the early 1980s to the present, the conceptual foundation of the service quality 

construct has been based on the maximum fulfillment of customer needs and the absolute matching of 

service quality with customer expectations (Peitzika et al., 2020). Airlines strive to improve service 

quality in order to provide customers with satisfactory services, prevent problems, and better identify 

problems (Bellizzi et al., 2018). Service quality in the airline industry also contributes to the 

attractiveness of the airline (Atalık et al., 2019). Kaura et al. (2015) have found a significant influence of 

service quality on customer behaviors, which is positive for business performance. Business performance 

could be affected by service quality because service quality can affect customer recommendations, which 

could impact prospective customers when they see it. When customers see a bad (not) from airline 

recommended by previous users, they will start to use another airline company. It has been approved by 

(Shah et al., 2020; Siering et al., 2018) that service quality is able to bring better recommendation 

behaviors by customers and get competitive advantages and benefits in the market.  

Among other methods, the SERVQUAL dimension is a dependable and widely used approach to 

judging service quality in a variety of industries (Dinçer et al., 2019). This model was developed first 

by (Parasuraman et al., 1985) and is based on dimensions such as tangibles, dependability, 

responsiveness, assurance, and empathy. Initially, the SERVQUAL model recognized ten basic 

criteria by which consumers evaluate specific service quality attributes of a service: reliability, 

responsiveness, competence, access, courtesy, communication, credibility, security, customer 

understanding, and tangibility (Parasuraman et al., 1988). SERVQUAL has been used in a few studies 

for the service industry. Kayapınar and Erginel (2019) applied SERVQUAL to weigh the fuzzy 

weights of technical design necessities and to measure airport service quality. Shah et al. (2020) 

adopted SERVQUAL dimensions from the respondents in the international and domestic waiting 

lounges of Pakistan International Airlines. In addition, research in the service industry also confirmed 

that service quality as measured by the SERVQUAL scale is crucial due their the service industry also 

confirmed that service quality as measured by the SERVQUAL scale is crucial due to its strong 

association with service innovation (Tajeddini, 2011). Consequently, this research wants to know 

which attributes in SERVQUAL dimensions are the most important to customer recommendations 

through online customer reviews. 

2.2. Online Customer Reviews 

Nowadays, customers like to share their experiences after consuming hospitality and tourism services 

(Wu, 2022). Online reviews are very useful for airlines to comprehend their diverse customer base in 

order to bring service improvement strategies because airline sectors are inherently multicultural 

businesses (Ban & Kim, 2019).  

Some previous research has applied to online reviews in terms of the airport and airline industry. 

Brochado et al. (2019) identified the main themes shared in online customer reviews by airline 

travelers and offered useful insights based on social media information. Sezgen et al. (2019) have 

investigated airline customers' satisfaction from customer reviews in Skytrax. Lucini et al. (2020) 

explore dimensions of airline customer satisfaction using online customer reviews and found it can 

provide airlines to redesign services that excel in those dimensions and are likely to improve the 

company's performance with customers. 

2.3. Feature Selection 

Data analysis, machine learning, and data mining all rely on feature selection (Chen et al., 2021). The 

feature selection or attribute reduction strategy solves the dimensionality reduction problem by 

governing a subset of original features and deleting irrelevant and redundant information in order to 

build a good model for classification or prediction tasks (Srikanta et al., 2021). The feature selection 

approach refers to the selection of a subset of the most important features from a feature set, which can 

be detrimental to specific activities (Chen et al., 2020). Feature selection is an effective method for 

removing redundant and irrelevant features, reducing model complexity, and improving model accuracy 

and generalization capability (Azizi et al., 2021; Jandaghi et al., 2021). Feature selection assists in data 

comprehension by reducing the effect of the curse of dimensionality, reducing computation 
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requirements, and improving predictor performance, which allows data to be represented more 

effectively (Chandrashekar & Sahin, 2014; Tommasel & Godoy, 2018). Feature selection approaches 

can be categorized into three groups, namely wrappers, filters, and embedded approaches (Chen et al., 

2020). Obviously, the embedded method, which is more effective than both the filter method and the 

wrapper method, automatically selects the useful features during the training process (Zheng et al., 

2020). This method outperforms the wrapper and filter methods in over-fitting data (Sahran et al., 2018). 

The embedded method is commonly represented by the least absolute shrinkage and selection operator 

(LASSO), and supports vector machine recursive feature elimination (SVM-RFE). 

2.3.1. Support Vector Machine Recursive Feature Elimination (SVM-RFE) 

SVM-RFE was first proposed by (Guyon et al., 2002). SVM-RFE can reduce the feature dimension 

maintain while maintaining accuracy (Chen et al., 2021). SVM-RFE has been successfully used in 

many applications. Shao et al. (2017) built a new electricity price prediction strategy utilizing mutual 

information-based SVM-RFE. Sahran et al. (2018) employed the SVM-RFE feature selection method 

for diagnosing and grading prostate. Consequently, this study also employs SVM-RFE to do feature 

selection purpose to find the most important service quality attributes to customer recommendations. 

2.3.2. Least Absolute Shrinkage Selection Operator (LASSO) 

LASSO uses the penalty term to shrink the coefficients of certain features to zero to achieve feature 

selection. The regularization method proposed by (Tibshirani, 1996) does feature selection and regression 

simultaneously, which is popular in machine learning. Dastjerdi et al. (2019) employed LASSO to detect 

managers’ fraud risk, and they found LASSO was more accurate than convex optimization (CVX). Chen et 

al. (2020) used LASSO and success to select the most important words for fast-food restaurants’ customer 

satisfaction. Consequently, this study also employs LASSO to do feature selection purposes to find the 

most important service quality attributes to customer recommendations. 

2.4. Support Vector Machines (SVM) 

SVM is a supervised learning method proposed by (Cortes & Vapnik, 1995). SVM was found to be 

superior when the evaluation was performed for machine learning classifiers (Trivedi et al., 2018). 

Trivedi et al. (2018) employed SVM and was found to be powerful to do evaluate the performance of 

feature selection algorithms with the data source from movie reviews. Alirezanejad et al. (2020) 

employed SVM and proved that SVM could be a superior candidate for evaluating the classification 

accuracy of feature selection algorithms with the data from medical datasets. Consequently, this work 

uses SVM to examine the best feature selection algorithm with higher OA. 

3. Research Methods 
This section will introduce the implementation steps of the employed method in this study. The 

implementation procedure which described in the figure 1 could be divided into 8 steps. Concise 

descriptions of implementation are listed below. 

3.1. Data Collection 

This research collected online customer reviews of four Indonesian airline companies, shown in Table 

1. The airlines are the biggest airlines in each service, which are full-service and low-cost carrier 

airlines. An open website, namely Skytrax (www.airlinequality.com), was used to collect review 

comments and recommendation ratings utilizing a web crawler. Skytrax is visited by about 1.26 

million visitors per month, and 87.47 percent use terms like airline(s), air, and review-(s) (Messner, 

2020). The comments on Skytrax were studied to be greatly accurate, seeing that a set of verification 

and security features were applied (Bogicevic et al., 2017). Song et al. (2020) used Skytrax to collect 

customers’ comments to analyze airline passengers’ emotions. Consequently, reviews and customer 

recommendation ratings posted in English were collected from Skytrax as samples in this research.  

To make sure that the sample data could represent the majority of customers, Chiu & Lin (2018) 

stated that to obtain valid results, one study at least 50 samples of reviews. During the collection 

process, this study collected 1.025 reviews and recommendation ratings. The data was from April 14th, 

2012 - Oct 6th, 2022.  
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Fig. 1. The implemental procedure of the employed feature selection approach for discovering airlines' customer 

recommendations 

Table 1. Summary of Collected Data 
Number of 

airlines 
Type of Airline Total of Reviews 

2 Full-service Airline 846 

2 Low-cost Carrier Airline 179 

3.2. Defining service quality attributes 

This study used SERVQUAL to measure customer recommendations. SERVQUAL was developed to 

attain a more reliable measure (Parasuraman et al., 1988; Shah et al., 2020). This approach aims to 

measure customer expectations and perceptions, which can result in customer recommendations 

(Bogicevic et al., 2017). Another factor developed by the authors is website quality because the rapid 

growth of web 2.0 communication channels is a part of service quality. Tarkang et al. (2020) stated 

that the website quality has a high possibility of being recommended by the airlines to friends. Table 2 

lists the service quality attributes which may influence customer recommendations. 

Table 2. Defining service quality attributes 
Attributes 

(Annotation) 
Definition Items Adapted from 

Tangibles (TA) 

Appearance, 
physical facilities, 

equipment and 
personnel. 

TA1: Crew Appearance (employees, presentable, 
appearance, etc) 
TA2: Aircraft Facilities and Looks (clean, cabin, modern  
etc) 

(Atalay et al., 2019) 
(Jeeradist et al., 2016) 

(Rajaguru, 2016) 

Reliability (RE) 

Capability to 
execute the 

promised service 
credibility and 
dependably. 

RE1: On-time performance (timeliness, certain, accurate) 
RE2: Safety and Security (security, safety, etc) 
RE3: Error records ( cancelation, errors, etc) 

(Atalay et al., 2019) 
(Jeeradist et al., 2016) 

(Perçin, 2018) 
(Rajaguru, 2016) 

Responsiveness 
(RS) 

Enthusiasm to help 
customers and grant 

precise service. 

RS1: Responsive Employee (Responsiveness, prompt, 
etc) 
RS2: Willingness to Help (willing, busy, etc) 

(Jeeradist et al., 2016) 
(Rajaguru, 2016) 

Assurance (AS) 

Propriety of crew 
and their capability 

to deliver confidence 
and trust. 

AS1: Reputation Airline (reputation, confidence, etc) 
AS2: Employee Knowledge (skill, knowledge, etc) 
AS3: Employee Courteousness (courteousness, polite, etc) 

(Atalay et al., 2019) 
(Basfirinci & Mitra, 

2015) 
(Jeeradist et al., 2016) 

(Rajaguru, 2016) 

Empathy (EM) 

Care about 
individual attention 
that airlines grant to 

customers. 

EM1: Personal Attention (attention, interest, specific, 
personal,  etc) 
EM2: Understand Customer Needs (need, handling, 
schedule, ticketing etc) 

(Basfirinci & Mitra, 
2015) 

(Jeeradist et al., 2016) 
(Rajaguru, 2016) 

Website Quality 
(WE) 

passengers are easier 
to get information 

and reviewing 

WE1: Information system 
(Information, news, etc) 
WE2: Complain system 

(critics, gratitude, reviews,  etc) 

Constructed by this 
work 

Data collection 

Defining service quality attributes 

Lexicon 

Data normalization 

Feature selection: SVM-RFE & LASSO 

SVM 

Evaluation 
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3.3. Lexicon 

After the service quality attributes had been revealed, a lexicon was built implementing word 

frequency computation using QDA Miner® to the collected reviews which are related to the 

SERVQUAL dimension that was adapted based on the literature review. Another factor was 

developed by the authors, namely, website quality. In the airline industry, there is a need for the 

SERVQUAL dimension with some modifications suggested to use the most updated salient service 

quality attributes (Hussain et al., 2015). Then, based on the literature review, related words of 

SERVQUAL were collected by synonyms and antonyms from thesaurus.com to build the entire 

service quality attributes lexicons. 

The use of a part-of-speech (POS) tagger to annotate nouns and noun phrases for online customer 

reviews is one of the most common techniques for detecting service attributes (Hu & Trivedi, 2020). 

In this study, nouns were used as POS to identify all relevant factor attributes. POS terms include 

adverbs, verbs, and adjectives, which can represent customers' feelings about their opinions, ideas, 

reactions, and emotions (Gao et al., 2018; Littman & Turney, 2003). 

3.4. Data normalization 

To obtain valid results from the feature selection method, the data had to be reformatted beforehand. 

Equation (1) was used in this study to normalize the data into the interval (-1,1). 







a

a a

v min
v  

max min
 (1) 

Aside from data normalization, a five-fold cross-validation experiment would be carried out. The 

data will be split into five equal parts. Four parts served as training data sets, while one served as a test 

data set. Furthermore, this study conducted five-fold cross-validation experiments. 

3.5. Feature Selection 

The important service quality attributes were discovered using two feature selection methods, SVM-

RFE and LASSO. If one factor is deemed important, it must appear at least five times in the five-fold 

experiments. The explanations for each algorithm are as follows. 

3.5.1. SVM-RFE 

Weka® software was used to run SVM-RFE after the lexicon was established. The primary goal of 

SVM-RFE is to compute ranking weights for all features and sort them using weight vectors as the 

classification basis. SVM-RFE is a backward feature removal iteration process. 

The steps for selecting a feature set are shown below. 

(1) Train the classifier using the current dataset. 

(2) Determine the ranking weights for each feature. 

(3) Remove the feature with the 

Iterate until only one feature remains in the dataset; the implementation result provides a list of 

features in descending order of weight. The algorithm will remove the feature with the lowest ranking 

weight while keeping the feature variables with the greatest impact. Finally, the feature variables will 

be listed in descending order based on the degree of explanatory difference. The selection of feature 

sets by SVM-RFE can be divided into three steps: (1) the input of the datasets to be classified, (2) the 

calculation of the weight of each feature, and (3) the deletion of the feature with the lowest weight to 

obtain the feature ranking. The computational step is depicted below (Chen et al., 2021). 

Inputs: 

Training examples 

X0 = [
1 2, , , k lx x x x ]

T
 

Class labels 

y= [
1 2, , , k ly y y y ]

T
 

Feature Sorting: 

The current feature set 
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  1,2,..s n  

Feature sorted list 

 r  [] 

Repeat the following process until 

 s [] 

To obtain the new training sample matrix according to remain features 

  0 :,X X s  

Training classifier 

  , SVM train  X y  

Compute the weight vector of dimension length(s) 

    k k k

k

w y x  

Compute the ranking criteria 

  
2

iwc , for all i 

Find the feature with smallest ranking criterion 

  arg minf c  

Update feature ranked list 

   ,   r s f r  

Remove the feature with smallest ranking criterion 

   1: 1, 1:  s s f f length s  

Output: 

Ranked feature list 𝑟. In each loop, the feature with the smallest (𝑤𝑖)
2 will be removed. After that, the 

SVM retrains the remaining features to achieve the new feature sorting. SVM-RFE repeats the process 

until a feature-sorted list is obtained. We can obtain the best feature subsets by training SVM with the 

sorted list’s feature subsets and evaluating them with the SVM prediction accuracy. 

SVM-RFE is suggested for selecting features that are used in a variety of situations, such as 

marketing (Shieh & Yang, 2008) or medicine (Adnane et al., 2012). In this study, it is suggested that 

features be selected using online user reviews. Working with a high number of features is possible 

with SVM-RFE without the need for any statistical correction. Additionally, this method accounts for 

the impact of individual variances by eliminating useless or extreme data. Consequently, this study 

also employs SVM-RFE to do feature selection purposes to find the most important service quality 

attributes to customer recommendations. 

3.5.2. LASSO 

Matlab® software was used to run LASSO after the lexicon was established. It used regression and 

feature selection functions at the same time to extract the significant features, as shown in equation 

(3), where x is the explanatory variable, T is the number of data, and λ is the adjustment system. 
k

2

t 0 1 1,t k k,t j

1 j 1

min (y β β x β x ) ,    s.t.   β
 

     
T

t

 (2) 

In equation (2), a regression parameter value namely βi is limited by a specific penalty selection 

benchmark, and afterward, the suitable variables are chosen. Given a k-explained transformation, the 

parameter estimate '\hat{\beta}' is influenced by the value of λ. When the λ’s value approaches 

infinity, the estimate of parameter \hat{\beta} is not limited, and the estimate is the value determined 

by the least-squares method. The contrary situation is when the λ is adjusted to 0, all parameter 

estimates become 0. As the result, it provides a feature subset according to the coefficient zero or not 

to be a criterion for choosing service quality attributes.  

LASSO generates a more refined model by generating a valve function, decreasing the sum of 

coefficients using the square of the least square approach, and compressing the sum of absolute 

coefficient values to less than the constant (Chen et al., 2021). LASSO has several advantages. First, 

LASSO is used to reduce the variation of the slope coefficients without significantly increasing the 
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bias (Lee & Cai, 2020). Reduce the dimensionality of the production model to reduce the estimator's 

variance. Second, LASSO chooses fewer variables to improve the predicted function's accuracy and 

reduce over-fitting (Elyasiani et al., 2019). LASSO, on the other hand, has one drawback: it can only 

capture linear relationships (He et al., 2019). It is important to remember, however, that linear and 

nonlinear models have trade-offs. Linear models may fail if they are unable to capture nonlinear 

relationships. The calibration of nonlinear models is difficult due to the small number of samples. For 

choosing features that are applied in a range of contexts, such as marketing (Wu, 2022) or architecture 

(Parzinger et al., 2022), LASSO is recommended. Consequently, this study also employs LASSO to 

do feature selection purposes to find the most important service quality attributes to customer 

recommendations. 

3.6. SVM 

The experimental feature selection algorithms SVM-RFE and LASSO results are evaluated using 

SVM. SVM will be used to evaluate the selected feature subsets. LibSVM is used to train classifiers 

from original service quality attributes and feature subsets that have been chosen. LIBSVM, an 

effective open-source library tool that supports multi-class classification, is used to create the SVM 

classifier (Wang et al., 2019). The C-SVM classification parameter selection tool grid.py in the Radial 

Basis Function (RBF) is used to get the optimal parameters settings (D. Zhao et al., 2019). The phases 

are mentioned: 

Phase 3.5.1: Normalize the input data. 

Phase 3.5.2: Transform data format. 

Phase 3.5.3: Apply the RBF kernel function listed in equation (3) 

 
2

,   rx yK x y e  (3) 

Phase 3.5.4: Apply cross-validation to select the best parameters C and γ. 

Phase 3.5.5: Get the best parameters C and γ, and train SVM. 

Phase 3.5.6: Test with the constructed model. 

3.7. Evaluation 

The confusion matrix has traditionally been used to judge classification performance in terms of 

performance evaluation. A confusion matrix is a summary of the results of classification task 

prediction (S. Zhang & Duan, 2018). The number of incorrect and correct predictions, summarized 

with count values and separated by class, is the key to the confusion matrix. In this study, we use 

overall accuracy (OA) to determine which features are most important to the model. The excellent OA 

of the proposed method demonstrates that feature selection and representation capture useful 

information (Chen et al., 2021). The better the model's features, the higher the OA score. 

TP TN
Overall Accuracy  

TP FP TN FN




  
 (4) 

4. Experimental Results 
4.1. Feature Selection Results 

4.1.1. SVM-RFE 

SVM-RFE does a feature selection approach and then we pick up the service quality attributes that 

appear the most based on the word occurrence frequency by a five-fold cross-validation experiment. 

As usual, the occurrence service quality attributes may appear 5 times, 4 times, and so on, but at this 

time the whole service quality attributes have been picked it up as important service quality attributes 

to the model and appeared 5 times either to the first data set or the second data set, so to another 

feature selection algorithm, we will choose 5 times appearance. With a five-fold cross-validation 

experiment approach, the results were also obtained five results as shown in the table 3 and 4. In 

addition, figure 2 and 3 presented the finding example of SVM-RFE for fold 1. 

Figure 2 presented the example of running result of fold 1 for full-service airlines which the 

Weka® software showed that the selected attributes was 14 which is the whole attributes in this study. 

The process will be the same for the rest of the folds. 
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Fig. 2. Example of the fold 1 SVM-RFE results for full-service airlines 

Table 3. Selected service quality attributes by SVM-RFE from full-service airlines 
Frequency Fold1 Fold2 Fold3 Fold4 Fold5 

5 

WE1 WE1 WE1 WE1 WE1 

RE3 RE3 RE3 RE3 RE3 

RE2 RE2 RE2 RE2 RE2 

WE2 WE2 WE2 WE2 RS1 

RS1 RS1 RS1 RS1 WE2 

AS2 RS2 RS2 RS2 RS2 

RS2 AS2 AS2 AS2 AS2 

RE1 RE1 RE1 RE1 RE1 

EM1 EM1 EM1 EM1 EM1 

EM2 EM2 EM2 EM2 EM2 

TA1 TA1 TA1 TA1 TA1 

AS1 AS1 AS1 AS1 AS1 

TA2 TA2 TA2 TA2 TA2 

AS3 AS3 AS3 AS3 AS3 

 

SVM-RFE selected among 14 original service quality attributes as shown in the table 3, and it is 

found that the whole 14 original service quality attributes are significant influence on customer 

recommendations for full-service airlines, therefore the 14 service quality attributes will be evaluated 

by SVM for further analysis. 

Figure 3 presented the example of running result of fold 1 for low-cost carrier airlines which the 

Weka® software showed that the selected attributes was 14 which is the whole attributes in this study. 

The process will be the same for the rest of the folds. 
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Fig. 3. Example of the fold 1 SVM-RFE results for low-cost carrier airlines 

Table 4. Selected service quality attributes by SVM-RFE from low-cost carrier airlines 
Frequency Fold1 Fold2 Fold3 Fold4 Fold5 

5 

RE3 RE3 RE3 RE3 RE3 

TA1 TA1 TA1 TA1 TA1 

AS1 AS1 AS1 AS1 AS1 

AS2 AS2 AS2 AS2 AS2 

EM1 EM1 EM1 EM1 EM1 

RE2 RE2 RE2 RE2 RE2 

RS2 RS2 RS2 RS2 RS2 

WE2 WE2 WE2 WE2 WE2 

TA2 TA2 TA2 TA2 TA2 

AS3 AS3 AS3 AS3 AS3 

WE1 WE1 WE1 WE1 WE1 

RE1 RE1 RE1 RE1 RE1 

EM2 EM2 EM2 EM2 EM2 

RS1 RS1 RS1 RS1 RS1 

 
SVM-RFE selected among 14 original service quality attributes as shown in table 4, and it is found 

that the whole 14 original service quality attributes are a significant influence on customer 

recommendations for low-cost carrier airlines, therefore the 14 service quality attributes will be 

evaluated by SVM for further analysis. 

4.1.2. LASSO Results 

To filter out the important attributes in the LASSO parameter setting, built-in Matlab® functions were 

used. It would set the regression coefficients of some words to zero, implying that these words are 

irrelevant to the regression model (Zhao & Yu, 2006). Simply, phrases with 0 regression coefficients 

were deemed unimportant in terms of influencing consumer recommendations. On the other hand, 

words having non-zero regression coefficients can be regarded as important attributes for influencing 

consumer recommendations (Zhang & Huang, 2008). The dataset was divided into five equivalent 

portions since the five-fold cross-validation experiment approach was used. Each of the five 

components was run using a different LASSO parameter setting. With a five-fold cross-validation 

experiment approach, the results were also obtained five results as shown in the table 5 and 6. In 

addition, figure 4 and 5 presented the finding example of LASSO for fold 1.  
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The running result of fold 1 for full-service airlines was shown in Figure 4, and Matlab® software 

indicated that the total selected number of attributes in this study was 3. The process will be the same 

for the rest of the folds. 

LASSO found that there are three service quality attributes that are more significant to influence 

customer recommendations which are AS1, AS2, and WE1 for full-service airlines as shown in table 

5. For further analysis, these three service quality attributes are going to be evaluated by SVM. 

 
Fig. 4. Example of the fold 1 LASSO results for full-service airlines 

Table 5. Selected service quality attributes by LASSO from full-service airlines 
Frequency Attributes Fold1 Fold2 Fold3 Fold4 Fold5 

5 

AS1 0.004879 0.102936 0.054506 0.148422 0.238832 

AS3 0.345457 0.409498 0.379096 0.437998 0.50513 

WE1 -0.25803 -0.39512 -0.3327 -0.44967 -0.52714 

 

 
Fig. 5. Example of the fold 1 LASSO results for low-cost carrier airlines 

The running result of fold 1 for low-cost airlines was shown in Figure 5, and Matlab® software 

indicated that the total selected number of attributes in this study was 8. The process will be the same 

for the rest of the folds. 

Table 6. Selected service quality attributes by LASSO from low-cost carrier airlines 
Frequency Attributes Fold1 Fold2 Fold3 Fold4 Fold5 

5 

AS1 0.553089 0.271536 0.495863 0.355391 0.271536 

AS2 -0.35886 -0.16992 -0.31556 -0.22249 -0.16992 

AS3 0.717154 0.594267 0.705521 0.647987 0.594267 

RE1 -0.28016 -0.1988 -0.25229 -0.20911 -0.1988 

RE2 -0.24927 -0.13354 -0.2215 -0.16615 -0.13354 

RE3 -0.81165 -0.60078 -0.76159 -0.65819 -0.60078 

RS1 -0.19921 -0.12972 -0.18202 -0.14403 -0.12972 

WE1 -0.41414 -0.3562 -0.40085 -0.36921 -0.3562 
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LASSO found that there are eight service quality attributes that are more significant to influence 

customer recommendations which are AS1, AS2, AS3, RE1, RE2, RE3, RS1, and WE1 for low-cost 

carrier airlines as shown in table 6. For further analysis, these eight service quality attributes are going 

to be evaluated by SVM. 

5. Discussion 
Table 7 presents the SVM evaluation for full-service airlines with LASSO having higher accuracy 

which is 87.48% than SVM-RFE at 87.14% and the original service quality attributes at 87.14%. This 

means 3 service quality attributes (AS1, AS3, and WE1) have a more significant influence on 

customer recommendations than 14 service quality attributes. 

Table 8 presents the SVM evaluation for low-cost carrier airlines with LASSO having higher 

accuracy which is 60.33% than SVM-RFE at 58.05% and the original service quality attributes at 

58.05%. This means 8 service quality attributes (AS1, AS2, AS3, RE1, RE2, RE3, RS1, and WE1) 

have a more significant influence on customer recommendations than 14 service quality attributes. 

Table 7. SVM Evaluation of Full-Service Airlines 
 LASSO (3 Attributes) SVM-RFE (14 Attributes) Original (14 Attributes) 

Overall Accuracy 

(OA) 
87.48% 87.14% 87.14% 

Time 0.05 0.05 0.05 

Table 8. SVM Evaluation of Low-Cost Carrier Airlines 
 LASSO (8 Attributes) SVM-RFE (14 Attributes) Original (14 Attributes) 

Overall Accuracy 

(OA) 
60.33% 58.05% 58.05% 

Time 0.03 0.03 0.03 

 
Based on the results of the SVM evaluation this study selects the results of LASSO to represent the 

most important service quality attributes to customer recommendation of either full-service airlines or 

low-cost carrier airlines, so this study found that customers of full-service airlines care the most about 

Reputation Airline (AS1), Employee Knowledge (AS2), Information system (WE1) to recommend the 

airlines to others. On the other side, low-cost carrier customers focus the most on service quality 

attributes which are Reputation Airline (AS1), Employee Knowledge (AS2), Employee Courteousness 

(AS3), On-time performance (RE1), Safety and Security (RE2), Error records (RE3), Responsive 

Employee (RS1), Information system (WE1). 

Reputation airline, employee knowledge, and information system were found as the most important 

attributes for customer recommendations for full-service airlines. When an airline has a good 

reputation, customers are more ready to spend extra to fly on it (Graham & Bansal, 2007) and 

recommend the airline to others (Vlachos & Lin, 2014). Airline service quality, especially personnel 

knowledge, has an impact on passengers’ intentions to repurchase tickets and recommend the airline to 

others (Park et al., 2004). The development of information systems has opened up new possibilities for 

building strong personal connections between passengers and airlines, which influences passengers’ 

willingness to recommend the airline to their friends (Bejou & Palmer, 1998). This result suggests that 

the higher reputation of airlines, employee knowledge, and information system lead to customer 

recommendations. Thus, improving the higher reputation of airlines, employee knowledge, and 

information system is crucial to encourage the willingness of customers to recommend full-service 

airlines to others. 

For low-cost carrier airlines, including three attributes found for full-service airlines, there are five 

more attributes that are important to customer recommendations: employee courteousness, on-time 

performance, safety and security, error records, and responsiveness. Airline service quality, 

particularly employee courteousness, has an impact on passengers’ intentions to repurchase tickets and 

recommend the airline to others (Park et al., 2004). On-time performance affects customer 

recommendations (Tansitpong, 2020). Safety and security are positively correlated with customer 

satisfaction, making it more likely that they will use that airline again or recommend it to others 

(Clemes et al., 2008). Minimum errors of some service attributes affect recommendation likelihood 
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(Halpern & Mwesiumo, 2021). the responsiveness aspect of service quality increases customer 

satisfaction and increases the possibility that they will recommend the airline to others (Abdullah et 

al., 2007). Thus, improving the reputation of the airline, employee knowledge, employee 

courteousness, on-time performance, safety and security, responsive employee and information 

system, and diminishing error records are crucial to encourage the willingness of customers to 

recommend the full-service airlines to others. 

According to Siering et al. (2018), the most important factors influencing consumer 

recommendations for full-service airlines are seat comfort, safety, and punctuality. Those conclusions 

contrast sharply with the findings of this study, which focus on airline reputation, employee 

knowledge, and information systems. This could happen because Indonesian passengers have lost trust 

in Indonesian airlines as a result of some catastrophes. Therefore, passengers are very picky about a 

good airline's reputation, employee knowledge, and information system, making it worthwhile to pay 

more for a full-service airline.  

Furthermore, Siering et al. (2018) discovered that the most important factors influencing consumer 

recommendations for low-cost carrier airlines are ground service, cabin personnel service, food & 

beverages, in-flight entertainment, and wifi & internet. These conclusions differ significantly from the 

findings of this study, which include airlines’ reputation, employee knowledge, employee 

courteousness, on-time performance, safety & security, error records, responsive employees, and 

information systems. Following some mishaps in Indonesia, mostly involving low-cost carrier flights, 

passengers would focus solely on selecting low-cost carrier airlines with solid core services and 

demanding more good service than full-service airlines. It differs significantly from the findings of 

(Siering et al., 2018), which focus on augmented airline service. 

6. Conclusions 
This study develops a feature selection approach to understand customers’ experience of the airline 

service quality and to know why customers are willing to recommend the airline. The study’s findings 

show that low-cost carrier airlines’ customers select more attributes than full-service airlines’ 

customers to give their recommendations. This may occur because in Indonesia, low-cost carrier 

airlines had more records of service failure (Wahyuni TD & Fernando, 2016), so airline customers in 

Indonesia have more demand for low-cost carrier airlines.  

This study also shows that feature selection methods are needed to deal with big data sets. Feature 

selection algorithms can also improve the OA, which is valuable for getting better features for the 

model. Feature selection provides an effective way to reduce model complexity and improve the 

accuracy and generalization capability of the model (Mirzaei et al., 2020).  

7. Implications 
7.1. Academic Implications 

This study adds to the current literature on customer recommendation in three areas that distinguish it 

from similar studies. Firstly, it examines the direct influence of service quality attributes on customer 

recommendations. Secondly, it contends that using a feature selection algorithm has a stronger impact 

in determining the most significant service quality attributes of customer recommendations. Thirdly, it 

presents a research approach in the airline business based on a feature selection approach, which has 

not been used in earlier studies.  

7.2. Practical Implications 

This research makes various contributions to practice. To begin, full-service and low-cost carrier 

airline management may prioritize adorning the airline brand image in order to improve the airline's 

reputation. Employees must also be trained to improve their service knowledge. Then, in order to give 

information to passengers effectively and efficiently, the information system must be upgraded.  

In addition, for low-cost carrier airlines, managers must push their personnel to be more respectful 

while engaging with passengers. The problem of flight punctuality must be tackled with an appropriate 

timetable. When performing services, safety and security must be double-checked. Managers are also 

accountable for ensuring that no further mistake records are obtained. When passengers require 

assistance, employees must be quick to respond. 
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Finally, this study may help airline executives prioritize their service offerings. The outcomes of 

this study can be used by airline executives to determine their service priorities in order to better serve 

their consumers. Sorting service priorities reduces service operation costs because the organization can 

employ fewer resources to satisfy the service quality features that customers value the most (Wu, 

2022). Aside from cost efficiency in service operations, satisfying the important service quality 

attributes for customer recommendations can serve as a marketing tool for airlines because when the 

service quality attributes are met, customers will recommend the airlines to others, thereby promoting 

the airlines. 

8. Research Limitation and Future Research 
Future research should address many issues to improve the approach's applicability. Firstly, it's 

important to confirm if the results may be applied to other nations outside Indonesia. Future research 

should investigate whether the proposed approach's applicability may be used in other countries. 

Secondly, results showed that there is no significant difference in terms of time consumption even 

though this study uses feature selection algorithms compared to the original service quality attributes. 

Furthermore, it is important to collect much more data to clearly look at the differences in time. 

Thirdly, it is necessary to use more feature selection algorithms instead of LASSO and SVM-RFE so it 

could get more representative service quality attributes with better overall accuracy. 
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