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Recently, cancer has become one of the main diseases and causes of death of people 

all over the world. For this purpose, extensive research has been done on the 

prediction and early detection of this disease in the body of patients in different 

fields. Artificial intelligence and data mining approaches are among the methods that 

have helped researchers in diagnosing this disease. In this research, a machine 

learning approach for early and timely diagnosis of cancer disease is presented. For 

this purpose, it uses logistic regression techniques, Naive Bayes, two versions of 

Random Forest and Support Vector Machine, which work in parallel with each 

other. As a result of the integration of the techniques, the proposed system achieves 

higher accuracy and reduces errors compared to the basic methods. The performance 

of the proposed method was evaluated using different criteria and showed superior 

results compared to traditional methods. 
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1. Introduction 
Cancer is a global public health concern, emerging as a leading cause of death (Torre et al., 2015). 

Uncontrolled cell growth characterizes this disease, substantially impacting human survival rates. 

Early detection of cancer remains a pivotal challenge in the medical field (Hu et al., 2018). Over the 

past two decades, increased throughput of data from various medical sources has made cancer a data-

driven science (Lisboa et al., 2010). However, in many cases, recording reports in different types of 

medical records in the form of free texts is still a norm (Harkema et al., 2011). Even if reporting 

systems in the future are more efficient at collecting structured data, the problem of managing old data 

in free text format will not be solved because past information sources are very valuable. 

One of the best solutions available to solve this problem is the automatic extraction of this 

information. Currently, text mining systems that operate automatically perform processing on texts 

and data that are created by humans and do not have a specific structure. In this process, natural 

language processing methods are used, and finally, the output is knowledge extraction from the 

available data. (Hosseini et al. 2022; Conceição & Couto, 2021). Natural language processing 

techniques, knowledge management methods, artificial intelligenceet al., and machine learning, are 

used for the efficient processing of large sets of documents, information retrieval, document 

classification (appropriate categorization based on content), information extraction, etc. (Soffer et al., 

2020; Chobar et al. 2022). Using of artificial intelligence approach like artificial intelligence 

approaches such as machine learning (ML) and data mining (DM) can be used in different parts of the 

field of treatment and their management. Among these things, we can mention searching for the 

required information, collecting and managing patients' information, how to diagnose and predict 

diseases, and checking the feedback of patients' treatment results. The use of these items can 

ultimately improve the performance of specialists and the effective treatment of patients. In addition, 

extracting the knowledge available in a large amount of recorded data can reduce a significant part of 

the costs of the treatment system, while in many cases, it will lead to accelerating the treatment 

process and increasing the accuracy of diagnosis and treatment of diseases. 

From the management point of view, it is very important to have a possibility to diagnose cancer 

from textual data. With access to a large amount of textual data collected about diseases, health system 

managers can propose an artificial intelligence-based mechanism for cancer diagnosis. This system 

can also be used as an assistant to a specialist to help a specialist physician in the field of diagnosis. 

Managers can also consider new methods of teaching medical students by using artificial intelligence-

based solutions for disease detection. By using methods based on artificial intelligence, the education 

process can be carried out at a lower cost. The main question and purpose of this research are to find a 

way to achieve good results for cancer detection by using text data. To get the answer to this question, 

we use machine learning methods and textual data preprocessing. In the presented model of this 

research, first, the data required for cancer diagnosis are extracted from the text format using the text 

mining technique and are placed in the structured data format. Next, a cancer diagnosis is performed 

by applying machine learning methods on a cancer diagnosis is performed by applying machine 

learning methods to the extracted data. In the continuation of this research, the use of ensemble 

techniques is suggested to improve the overall accuracy accuracy of prediction. In ensemble 

techniques, more than one model is used to the data to reduce the overall error rate. In fact, this issue 

is synonymous with something we applyet al. et al. constantly apply in our daily lives, such as asking 

for the suggestions of several experts before making an important decision to reduce the possibility of 

a wrong decision (Ahmad et al., 2020; Asgharizadeh et al. 2022). There are different aggregation 

methods for solving problems, each of which works differently. One learning algorithm is used for 

methods such as bagging and boosting. In boosting-based methods, data sets are randomly generated, 

but in bagging-based methods, data are weighted and do not have the same probability of selection. 

Methods based on stacking and voting by combining several classification algorithms usually show 

better performance (Upadhyay et al.et al., 2021; Jahangiri et al., 2021). In the current study, the 

method based on majority voting is applied to solve the problem of cancer detection. In this research, 

in order to achieve the desired results faster, the desired methods will be implemented in a distributed 

manner in Spark format. 



Cancer detection from textual data using a combination of machine … / Salmanpoursohi et al. 1003 

2. Literature review 
Iqbal et al. (2021), prostate image features were extracted using 10-fold cross-validation. 

Subsequently, a classification method based on ResNet and Deep Learning LSTM achieved an 

impressive accuracy of 99.84%. Alternatively, Erdem & Bozkurt (2021) examined the performance of 

different ML approaches, such as KNN, SVM, RF, logistic regression, LR, NB, linear discrimination 

analysis, linear classification, MLP, and deep neural network, for prostate cancer forecast. The 

researchers utilized available online patient data to implement these methods. Remarkably, MLP 

recorded the highest performance with an accuracy of 97%. In the research of Liew and his colleagues 

(Liew et al. Liew and his colleagues (Liew et al., 2021), a new technique was developed for breast 

cancer categorization that uses a combination of deep learning and XGBoost. This technique was 

applied to the BreaKHis data set and achieved a good accuracy of 97% in the classification of breast 

cancer images. In Mahesh et al.'s (2022) study, an ML method was proposed to predict breast cancer. 

The researchers addressed the issue of imbalanced data by employing the SMOTE technique. 

Subsequently, Naive Bayes, decision trees, Random Forest, and cumulative methods were utilized for 

data classification. The XGBoost and Random Forest methods, based on cumulative techniques, 

achieved the highest accuracy of 98.20%, according to the experimental results. Recently, many ML 

methodset al. et al.et al. et al. methods have been suggested for the early detection of various types of 

cancer, including breast cancer (Aldhaeebi et al., 2020), skin cancer (Dildar et al., 2021), lung cancer 

(Riquelme & Akhloufi, 2020), etc. In the following, a number of recent works that were presented for 

cancer detection in different fields are reviewed. For example, Bhatia et al. (2019) presented an 

approach for lung cancer discovery using ML. For this purpose, deep learning was employed to extract 

features from the approach. Moreover, a combination of multiple classifiers was utilized for cancer 

prediction, with the XGBoost and Random Forest ensemble showing the best performance, obtaining 

an accuracy of 84%. Nanglia et al. (2021), a hybrid Feed-Forward Back Propagation neural network 

(FFBPN), was employed for lung cancer detection. Within this context, a fusion of SVM and FFBPN 

was implemented to create a hybrid mechanism, reducing the computational complexity associated 

with classification. The suggested research obtained a system accuracy of 98.08%. Zhu et al. (2016) 

utilized deep convolutional neural networks (DCNNs) and direct examination of pathological images 

to forecast the survival time of lung cancer disease. Hua et al. (2015) employed an ML approach to 

classify pulmonary nodules in 2D CT images, training two deep end-to-end models, namely DBN and 

CNN, on raw lung images. In the article by Khorshid et al.et al. (2021), a comparative analysis of five 

different classification algorithms, including LR, SVM, K-NN, Weighted KNN, and Gaussian NB, 

was performed on the breast cancer dataset. The dataset is taken from the UCI website. The primary 

objective of this study is to use the ML approach to the classification of breast cancer in women. The 

findings demonstrated that among all classifiers, K-NN displayed the highest accuracy, reaching 

96.7%. In the research conducted by Mojrian et al. (2020), a multi-layer fuzzy expert system based on 

an extreme learning machine (ELM) with a radial basis function (RBF), referred to as ELM-RBF, was 

proposed for breast cancer detection. A linear SVM model was also employed for comparison, 

yielding satisfactory results. In another study by Mushtaq et al. (2020), a solution for breast cancer 

detection was presented, where the performance of the KNN model was assessed using different 

distance functions and varying values for K. The experiments involved three iterations with distinct 

selection mechanisms. The findings revealed that the KNN model attained the highest accuracy when 

utilizing the chi-squared-based feature selection in conjunction with the Manhattan distance function. 
In the study conducted by Kaur et al. (2021), a deep learning feature engineering model incorporating 

an optimized Xg-boost classifier was employed for skin cell image classification and skin cancer 

detection. The Xg-boost structure was optimized using gray wolf optimization. The results showcased 

accuracy and precision values of 98.34% and 97.35%, respectively. Garg and colleagues (2021) aimed 

to propose a system that integrates image processing and a deep learning model, specifically a 

convolutional neural network (CNN), for skin cancer detection. They utilized the Transfer Learning 

method to enhance image classification accuracy, resulting in an accuracy rate of 90.51% for their 

proposed CNN model. In the research paper by Hekler et al. (2019), a methodology was presented that 

combined the capabilities of convolutional neural networks (CNN) with human knowledge to classify 

suspicious skin cancer images. This integration achieved an accuracy of 82.95%, surpassing the 

accuracy achieved by AI or humans alone, which were 81.59% and 42.94%, respectively. In the article 
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(Botlagunta ., 2023), a system was developed that detects breast cancer. In this system, the information 

in the patient's medical records is extracted using text mining and data processing techniques. Welch 

Unpaired t-test was applied to calculate the meaning of the data, and finally, ML methods were used to 

categorize the data, and the decision tree was able to reach 83% accuracy. In the paper (Hjaltelin et al., 

2023), researchers used information from symptom codes in a Danish patient database recorded over 

42 years to diagnose pancreatic cancer symptoms. In addition, for a more comprehensive comparison 

and the possibility of making a comparison, the information available in the electronic health records 

was also used. The data mining of these two intelligence sources simultaneously led to the detection 

and registration of early symptoms of pancreatic cancer.  
In this section, researches based on ML approach for the diagnosis of lung, breast, prostate and skin 

cancers were reviewed. At the end of this section, a summary of related works and the results obtained 

from them are given in Table 1. 

Table 1. categorization of the related work 
Research Field Method Achievement 

Nanglia et al, 2021 Lung cancer 
hybrid Feed-Forward Back 

Propagation neural network 
Accuracy 98.08% 

Zhu et al., 2016 Lung cancer 
Deep convolutional neural 

networks 
Concordance index 0.629 

Hua et al., 2015 Lung cancer DBN Specificity 82.2% 

Bhatia et al, 2019 Lung cancer XGBoost and Random Forest Accuracy 84%. 

Khorshid et al, 2021 Breast cancer K-NN Accuracy  96.7 

Mojrian et al., 2020 Breast cancer ELM- RBF R2 0.9374 

Mushtaq et al, 2020 Breast cancer KNN Accuracy 99.42% 

Liew et al, 2021 Breast cancer deep learning and XGBoost Accuracy  97% 

Mahesh  et al, 2022 Breast cancer 
XGBoost and Random Forest 

+ SMOTE 
Accuracy   98.20 

Iqbal et al, 2021 Prostate cancer 
ResNet & Deep Learning 

LSTM 
Accuracy 99.84% 

Erdem & Bozkurt, 2021 Prostate cancer MLP 97% accuracy 

Kaur & Kaur, 2021 Skin cancer 
Xgboost + gray wolf 

optimization 
Accuracy 98.34% 

Garg et al, 2021 Skin cancer 
Deep learning + 

convolutional neural network 
Accuracy 90.51% 

Hekler et al., 2019 Skin cancer CNN Accuracy 82.95% 

Botlagunta et al, 2023 Breast cancer 
Text mining with Decision 

tree 
Accuracy 83% 

Hjaltelin et al, 2023 Pancreatic cancer 
Statistical analysis of Text 

mining results 

haemorrhages (p-value = 4.80 

⋅ 10-08) and headache (p-value 

= 2.12 ⋅ 10-06) 

3. The proposed system 
Any ML algorithm is able to be used as a data set and trained and used to predict new data. The 

efficiency of the ML approach, in addition to its parameter settings, depends on the data set of the 

problem. Therefore, it is not easy to say which method can be suitable for solving the problem. By 

using ensemble techniques, several different methods can be trained on the problem data set and solve 

existing problems. 
Current research utilizes various methods for building a cancer detection system, consist of logistic 

regression, Naive Bayes, two versions of random forest, support vector machine, and text mining 

techniques. The proposed system combines these modeling methods using the majority voting method. 

The subsequent section provides detailed explanations of each mentioned approach, while Figure 1 

shows the flowchart of the suggested system. 
Since the correct setting of the parameters of each learning model has an effective role in the 

efficiency of that model and the performance of the overall system, this operation has become one of 

the main parts of the system, as shown in the flowchart of the proposed method. A successive halving 

method was used to do this. The search process in the first iteration evaluates all candidates (N 

different combinations of parameters) with a small budget (e.g. number of training samples). If B is 

the total budget allocated to all candidates, each candidate receives a B/N budget. At the end of each 
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iteration, half of the best candidates are selected for the next iteration, and more resources are 

allocated to them. Only a subset of candidates survives the next iterations, and finally, one candidate is 

selected. 

successivehalving 

Build approximate sub-problem

optimize approximate sub-

problem

Converged?
No

Yes

Optimum found

Preprocessing process

Receive data

Token extraction
Remove extra 

numbers
Remove StopWords

Remove isolated letters

TF_IDF

Extract N-grams

Split data

Training data

Test data

Logistic Regression Naive Bayes Random Forest 1 Support vector machine

approach nd2approach st1 approach rd3 approach th5

Majority Voting

prediction

Random Forest 2

approach th4

 
Fig. 1. Flowchart of the proposed system 

3.1. Data Preprocessing 

Fields like medicine, which rely on accurate information for predictions, can leverage advancements 

in text mining methods to extract relationships. For this purpose, this study aims to utilize text mining 

techniques in order to identify relationships within relevant data and extract valuable insights. In this 

way, the information presented in the form of text will be transformed into structured data in this 

research. 
The initial stage of the proposed approach involves text preprocessing. During this step, the 

existing textual data is tokenized and stop words are eliminated. Additionally, words that frequently 

appear in any document and hold no significant meaning are discarded. Following these operations, 

the Case Folding operation is carried out. Here, all words are examined for their lowercase or 

uppercase form, and if a word appears multiple times in different cases, it is treated as a single entity 

during the modeling process (Agarwal and Jhai, 2012). 
In the subsequent stage, stemming is employed to normalize word forms within the documents. 

Rooting techniques are utilized to analyze different words based on their meanings. Words that 

possess similar meanings but differ in appearance are grouped together and considered as a feature 
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(Ramasubramanian and Ramya, 2013). Eventually, IDF-TF weighting methods are applied to 

determine the appropriate weight for each word. In this technique, each word is assigned a weight 

proportional to its frequency within each document and across all documents. This weight is 

calculated using Equation 1, where 𝑡𝑘 denotes the 𝑘 − 𝑡ℎword word, di represent the 𝑖 − 𝑡ℎ document, 

𝑁Denotes the total number of documents and 𝑑𝑘Ignifies the number of documents containing the term 

𝑡𝑘 (Weiss et al., 2010). 

   , , log
 

   
 

k i k i

k

N
TFIDF t d TF t d

d
 (1) 

3.2. Modeling 
In this section, the details of the used algorithms are explained. Some of the algorithms used are 

Logistic Regression, Naive Bayes, Random Forest, and Support Vector Machine. 

3.2.1. Logistic Regression 

Logistic regression is a statistical model that determines the correlation between the dependent 

variable and independent variables using available data and observations (Saadi & Abolfazl, 2000). 

The logistic regression technique is a multivariate analysis that considers all the predictors of an issue 

simultaneously. The logistic regression model is a unique type of regression model in which the 

dependent variable is two states and takes only values of zero or one.  

3.2.2. Naive Bayes (NB) 

Using the NB classifier, we assume that the values of the objective functions are independent of each 

other. That is, the probability of observing the link of attributes𝑎1, 𝑎2. . . 𝑎𝑛, according to the target 

value of the sample, is equal to the equations (2-3) 

 1 2( , , ., | ) |  
jn j v V i jP a  a  a v argmax P a v   (2) 

   | 
jNB v V j i jv  argmax  P v P a v   (3) 

The Naive Bayes classifier simplifies the problem by assuming that the inputs are independent of 

each other, which reduces a multivariate problem to a set of univariate problems. In this approach, the 

number of distinct terms 𝑃(𝑎𝑖|𝑣𝑗)That needs to be approximated from the training data 

𝑃(𝑎1, 𝑎2, … . , 𝑎𝑛|𝑣𝑗)is much smaller than the estimated terms required by Bayesian theory (Islam et 

al., 2007). 

3.2.3. Random Forest 

Classification can be achieved with decent accuracy using any decision tree algorithm. Random 

forests, in other words, are made up of multiple decision trees, which collectively make more accurate 

decisions. When constructing a decision tree, even a slight modification in the learning patterns can 

lead to significant changes in its structure. To address this issue, random forests come into play by 

averaging the results of all decision trees. Notably, random forests excel at assessing the importance of 

variables and determining their predictive role (Braiman, 2001). 

3.2.4. Support Vector Machine (SVM) 

SVM is an approach used to classify patterns, whether they are linear or non-linear. It falls under 

supervised learning and is capable of addressing both regression and classification problems, 

particularly those involving binary classification, with satisfactory accuracy. The algorithm works by 

creating an optimal hyperplanehyperplanehyperplane, which is considered optimized when it 

maximizes the distance between the hyperplane and the nearest point for each pattern. A notable 

advantage of SVM is its effective performance in large spaces (Pradhan, 2012). 

3.2.5. Majority voting 
The classifier ensemble based on majority voting is a valuable approach to minimize minimize 

obtaining multi-expert recommendations and minimizing the risk of misdiagnosis (Chandra et al., 

2021; Jahangiri et al., 2023). Various learning methods exist, each with its own strengths in specific 
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domains. However, there is no universally superior algorithm, and the selection of models depends on 

the data and problem at hand. Rather than selecting a single algorithm, combining the outputs of 

multiple classifiers is preferred. By leveraging the diverse strengths and weaknesses of these 

classifiers, a collaborative approach can lead to improved outcomes. Voting algorithms are commonly 

employed to achieve masking error-masking capabilities and enhance accuracy and reliability in 

numerous practical and research settings. The concept behind majority voting is that collective 

judgment outperforms individual judgment. The subsequent section presents the pseudo-code for the 

cumulative majority voting algorithm. 
Pseudo code: Majority vote ensemble algorithm 

Dataset Train=(Z,K), 

Dataset Test=(z,k) 

m = size of Test Dataset 

n = The number of Classifiers C // 4 in this example 

begin 

 For i =1, …, n do  

pi =train classifier (ci) 

end 

for i=1, …, m do 

  for j=1, …, n do  

Use classifier (cj) to sample xi  

Finish 

Yi= maximum votes 

Finish 

Finish 

4. Dataset 
The dataset used in this research is taken from a research article (Ye et al., 2016). In this article, to 

show the effectiveness of the presented solution, the information related to breast, prostate, and lung 

cancer diseases was extracted from thousands of articles and used. Other researchers have made this 

dataset available for use. 

5. Results 
In the following tables, the details of some parameters of the used methods are stated (sci-kit-learn). 

As previously stated, in the proposed system of this research, the optimal values for the parameters of 

the basic methods are done using the successive halving method. 

In table (3), details of Naive Bayes parameter is shown. The only parameter that we work on it, is 

“var_smothing”, this parameter represents the fraction of the maximum variance across all features, 

which serves to enhance stability in calculation. 

Table 2. Details of Logistic Regression parameters 
Parameter Description Value 

penalty Specify the norm of the penalty L2 

top Stopping criteria tolerance 1e-4 

C 
Regularization strength (positive float) and it's inverse; higher values imply 

weaker regularization similar to support vector machines 
1.0 

solver Choice of algorithm for the optimization problem blogs 

max_iter The maximum number of iterations required for the solvers to converge 100 

Table 3. Details of Naive Bayes 
Parameter Description value 

var_smoothing 
The fraction of the maximum variance among all features contributes to the 

stability of variance calculations. 
1e-9 

 

In table (4) and table (5), details of Random Forest parameters are shown. Different parameters like 

“n_estimators,” “min_samples_split,” etc. “n_estimators,” “min_samples_split,” etc. are set for the 

random forest. Values and descriptions for these parameters are shown in the tables. 

 



1008 Interdisciplinary Journal of Management Studies (IJMS), 17(3), 2024 

Table 4. details of Random Forest 1 
Parameter Description value 

n_estimators The count of trees present in the forest 100 

criterion The method for evaluating the split's effectiveness gini 

min_samples_split The minimum sample count needed for internal node splitting. 2 

min_samples_leaf The lowest sample count needed for a leaf node 1 

Table 5. details of Random Forest 2 
Parameter Description value 

n_estimators Number of trees in the forest 150 

criterion Quality measurement function for a split gini 

min_samples_split The lowest required samples to split an internal node 3 

min_samples_leaf The lowest sample count needed for a leaf node 1 

 

In table (6), details of SVM parameters are shown. The “C” parameter is Regularization parameter 

that set to 1.0. Different type of kernel can be used in SVM model. We use radial basis function kernel 

or RBF kernel. 

The confusion matrix achieved from the proposed system in train data for cancer detection is 

shown in Figure 2. According to the results obtained from this matrix, the number of wrongly 

diagnosed cases in all three classes is not very high and is acceptable. This problem depict the proper 

performance of the system suggested in this research in all three classes. 

Table 6. details of SVM 
Parameter Description Value 

C 
Inverse relationship between 

regularization strength and C. 
1.0 

kernel Determines the type of kernel to be used. Rbf 

tol 
Specifies the tolerance for the stopping 

criterion 
1e-3 

 

 
Fig. 2. Confusion matrix obtained from the proposed system 

The confusion matrix shows the distribution of correct and incorrect predictions in a dataset. The 

actual values are displayed in the rows, while the predicted values are represented in the columns. 

Each data sample can fall into one of four possible states. 
 True Positive (TP) denotes the accurate classification of a sample as a member of a specific 

class.  
 False Negative (FN) corresponds to misclassifying a sample from a specific class as belonging 

to other classes.  
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 True Negative (TN) represents correct recognition of a sample not belonging to a specific class.  

 False Positive (FP) occurs when a sample that does not belong to a specific class is incorrectly 

labeled as a member of that class. 

In this case, the evaluation criteria for each class are calculated as follows. 




  

TP TN
Accuracy  

TP FP TN FN
 (4) 




TP
Precision  

TP FP
 (5) 




TP
Recall  

TP FN
 (6) 

 

 

2
 



 *  Recall * Precision
F measure

Recall   Precision
 (7) 

 

For each class, TP, FN, FP and TN values will be obtained according to the figure 3. According to 

the values in the confusion matrix for each class, the evaluation criteria for the training data are 

calculated. The precision, recall, F-value, and accuracy values for the lung cancer, breast cancer, and 

prostate cancer classes were recorded in table 7. 

 
Fig. 3. Confusion matrix for each class 

Table 7. precision, recall, F-value, and accuracy for lung, breast, and prostate cancer class 
 Lung cancer Breast cancer Prostate cancer 

Precision 82.73 100.0 83.76 

Recall 83.66 99.25 83.38 

F-measure 83.19 99.62 83.56 

Accuracy 88.59 99.75 88.83 

 

Due to the fact that in this researchet al., the data collection presented in the research of Ye and his 

colleagues (Ye et al., 2016) was used, this article was also chosen to compare the findings. The dataset 

utilized in this research has been employed in numerous studies, including Patel et al. (2022). These 

studies compare the performance of the suggested method with basic techniques like SVM, Naïve 

Bayes, and logistic regression without comparing it to other studies. Considering that the method of 

sampling and dividing the data into training and test data various from the previous methods, the 

results recorded in these researches cannot be used directly for comparison with the suggested method. 

The sampling and division of the data will have a great impact on the system's final result. Therefore, 

in this research, the results of the mentioned basic methods and random forest method were re-

examined with the data used in this research, according to the conditions of the implementation of this 

research. The recorded results for the basic methods obtained using the sampling method of this 

research have been compared with the findings of the suggested method.  

In the following, the findings of the suggested model implementation are compared with SVM, 

NB, logistic regression, and random forest. Figures (4), (5), (6), and (7) present the results for different 

criteria obtained from both the proposed system and the basic classifications for better comparison. 
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Fig. 4. Comparison of various models according to accuracy criteria 

 
Fig. 5. Comparison of various models according to recall criteria 

 
Fig. 6. Comparison of various models according to precision criteria 
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Fig. 7. Comparison of various models according to f-value criteria 

Table (8) presents the results obtained from the proposed system's implementation and the basic 

classifications. Among the compared methods, no significant superiority was observed. The Logistic 

Regression method outperformed other models in terms of accuracy and recall, surpassing the SVM 

method (the best second-best method) by 0.67 in the mentioned criteria. In terms of Precision and F-

value, the SVM method exhibited the best performance, with a difference of 1.85 and 0.03, 

respectively, compared to the Logistic Regression method (the second-best model). As indicated in 

Table 8, the proposed method achieved values of 85.57 for accuracy, 86.57 for recall, 84.51 for 

precision, and 86.54 for F-value. Comparing the results recorded in this table reveals that the proposed 

method outperformed the basic classifications. 

Table 8. The values achieved for Accuracy, recall, precision, and F-value criteria by applying the proposed 

system and basic classifications 
Proposed 

method 
Logistic Regression Naive Bayes Random forest 1 Random forest 2 SVM Criterion 

85.57 83.75 80.36 82.37 82.75 83.08 Accuracy 

86.57 83.75 80.36 83.26 83.26 83.08 Recall 

84.51 83.70 80.29 80.22 81.29 85.55 Precision 

86.54 83.73 80.31 81.41 82.36 83.76 F-Measure 

6. Future Works 
Parameter optimization can be considered for future research. One of the solutions that can be 

considered is optimizing the parameters with the help of evolutionary methods. Evolutionary methods 

search the desired problem space with different strategies and try to optimize the investigated 

parameters. There are different types of evolutionary methods that can be used, including genetic 

methods, memetics, particle swarm optimization, harmony search, gray wolf, etc. 

7. Conclusion 
In this research, the textual data from the dataset underwent multiple pre-processing steps. 

Additionally, logistic regression, NB, two versions of random forest, and SVM techniques were 

examined in the continuation. The investigation results indicated that logistic regression demonstrated 

superiority in terms of accuracy and recall, while support vector machines showed higher precision 

and F-measure. After performing these tests, the results of the combination of methods were analyzed 

using the majority voting technique. In the ensemble method, based on the majority vote, the output of 

the majority of the classification methods is determined. The final prediction is based on the result of 

the majority of classifiers. The results of the tests showed that the use of the majority voting technique 

can significantly increase the obtained performance. So ,in the final result obtained, the Accuracy 

criterion was improved by 2.78 compared to the previous best value. 
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There are some limitations in this field of research; the most important one is the limited access to 

text data for diseases. Text data in hospitals is usually not collected carefully, and many text data are 

not stored in computer systems. If data store correctly, access to them usually is hard work. As we said 

earlier from the management point of view, it is very important to have a possibility to diagnose 

cancer from textual data. With access to a large amount of textual data collected about diseases, health 

system managers can propose an artificial intelligence-based mechanism for cancer diagnosis. This 

system can also be used as an assistant to a specialist to help a specialist physician in the field of 

diagnosis. Managers can also consider new methods of teaching medical students by using artificial 

intelligence-based solutions for disease detection. By using methods based on artificial intelligence, 

the education process can be carried out at a lower cost. 
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